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ABSTRACT 

This research aims to develop an Artificial Intelligence (AI) system for the automatic evaluation and 

correction of Holy Quran recitation, with the goal of facilitating the learning process of Tajweed rules 

and ensuring the accuracy of vocal performance. The proposed system relies on processing audio signals 

by extracting precise features using the Mel-Frequency Cepstral Coefficients (MFCC) [1] technique, and 

analyzing them via a deep learning model based on Long Short-Term Memory (LSTM) networks [2]. 

The public QDAT dataset [3] was utilized, containing over 1,500 audio clips focused on three primary 

Tajweed rules: Al-Madd al-Munfasil (Separate Prolongation), Al-Ghunnah al-Mushaddadah (Heavy 

Nasalization), and Al-Ikhfaa (Concealment). The data was split into 70% for training, 15% for 

validation, and 15% for testing.The independent LSTM models achieved varied performance across the 

rules: the Al-Madd al-Munfasil model recorded the highest overall accuracy at 77.0%; the Al-Ikhfaa 

model recorded an accuracy of 66.1%; and the Al-Ghunnah al-Mushaddadah model recorded the lowest 

overall accuracy at 59.4%, but distinguished itself with the highest Precision level, reaching 98.7%. 

These results confirm the effectiveness of LSTM networks in complex Tajweed-specific speech 

recognition tasks, highlighting the importance of analyzing detailed performance metrics such as 

Precision and Recall to reveal the strengths and weaknesses in the models. As an additional contribution 

to support future research in this field, the researchers collected and developed a new dataset containing 

1,500 recordings of the first three verses of Surat Al-Mutaffifin, which is publicly available via a GitHub 

repository. 

Keywords: Quran Recitation, Tajweed, LSTM Networks, Mel-Frequency Cepstral Coefficients (MFCC), 

Artificial Intelligence. 
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ملخــــــــــــــــص البحــــــــــــــــــث 
هد  هدف تمعططمر  علم  تكلو    ام  يهدف هذا البحث إلى تطوير نظام ذكاء اصطططعا ل لييممو صتيططحمو تاصق اليرلك ال ريو للما

اليجويد صضططعاك ة   ااةاء اليططوتلت يكيعد العظام العييرى  لى جكالج  ااتططاصات اليططوتم   بر ااططيقاق اططعات ة مي  

د صتحلملها  وااطططط  نعوذل اليكلو الكعمش لاطططب ات الذاكرق  ويل [1] (MFCC)   ااطططيقدام تيعم  جكاجات اليرةة العملم 
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جيطع   1500د اليل تحيوي  لى  كثر جن  QDAT [3]تو اايقدام ججعو   البمانات الكاج    .[2] (LSTM) ص يمرق العدى

تو تيعططمو البمانات  ععططب    .العد الععفيطط د صالةع  العاططدةقد صاا فاء :صططوتل جرك ق  لى ثاث     ام تجويدي  صسمعططم  هل

ه  من اا  طامد  مطث   LSTM% لا يبطاصت ص طد  ييطم نعطاذل  15% لليحيشد ص  15% لليطدصيط د ص  70 الععططططييلط   ةاءه جيبطايعطا

د صاطططج  نعوذل الةع   %66.1د  مععا اطططج  نعوذل اا فاء ة   %77.0اطططج  نعوذل العد الععفيططط    لى ة   كلم   لةم 

صتؤكد هذه   .%98.7 صصطط  إلى  (Precision) د صل عه تعم   أ لى جعططيوى ة  %59.4العاططدةق  ةنى ة   إاعالم   لةم  

فل جهام اليكرف اليطوتل العكيدق القاصط   اليجويدد صتبرأ  هعم  تحلم  جيايما ااةاء    LSTMالعياسج  لى فكالم  تطب ات 

اليفيطملم  كالد   صاساطيد اء لل اطن  ن نيا  اليوق صال طكن فل الععاذلت صكععطاهع  إضطافم  لد و اا حات الععطييبلم  فل  

تعطجماه لييات الثات ااصلى جن اطوصق   1500هذا العجالد  ام البا ثوك  جعع صتطوير ججعو    مانات اديدق تحيوي  لى 

 ت GitHubالعطففمند صهل جيا   للجعهوص  بر جعيوةع 

 (د الذكاء اسصطعا لتMFCCد جكاجات اليرةة العملم  )LSTMتاصق اليرلكد تجويدد تب ات  ة:لادالكلمات ال

 

 المقـدمــة .1
تعتبر تلاوة القرآن الكريم وفق قواعد التجويد أمراً أساااااسااااياً  
لضاااااامان صااااااظة الألاح. وناراً للظاىة الملظة  لى ألوات 
تقييم فورية وموثوقة، أصاااااااابح الطكاح ايصاااااااا ناعي  لع   
لوراً مظورياً في توفير حلول تعليمية مساااعدة.  تناول اطا 

عميق البظاات ت وير نااااي آلي متقاادي ععتمااد على التعلم ال
 .للكشف عن الأخ اح في التلاوة

تنااولاا الأاظاال الساااااااااااااااااقاة تقنياات تقليادعاة للتعر  على  
،  [4] (HMM) التجوياااد، منااال نماااا ج مااااركو  الم  ياااة

،  ي أن اطه النما ج  [5] (SVM) وآيت لعم المتجهات
ا ماا تفتقر  لى الكفاااحة في التعااامال مي ايعتمااالعاات   غاالبااً

التي تت لبهااا أحماااي التجويااد.  تميز   [6]الزمنيااة ال ويلااة  
، والتي  LSTM [2]ااطا البظات ااالتركيز على شاااااااااااااابماات  

 .[7]تتفوق في معالجة البيانات المتسلسلة زمنياً  
نمااااا ج البظاااات  لى ت وير  اااااطا  لتقييم   LSTM  هااااد  

أخ اح تلاوة أحماي المد، والإخفاح، والغنة المشااااااااادلة آلياً،  
وإظهااار فعاااليتهااا في نمااطىااة ايعتمااالعااات الزمنيااة لهااطه 

 .MFCC الأحماي ااست داي سمات

 الأعمال السابقة .2
شااااااااااااااهااد مجااال التعر  ارلي على التلاوة القرآنيااة وتقييم  
أحمااااي التجوياااد ت ورات مسااااااااااااااتمرة،  هاااد  توفير ألوات 
تعليمية مسااااااعدة للمسااااالمين حول العالم. تقليدعاً، اعتمدت  
معام الأاظال الرائدة على الأساالي  الإحصاائية التقليدعة 

ماااااركو  الم  يااااة نمااااا ج   Hidden Markov) مناااال 
Models - HMMs)  لنمطىة ال صائص الصوتية للفظ

القرآني. على سااااااااااابيل المنال، تناولا لراساااااااااااات ساااااااااااااقة  
الن ق HMMs اساااااااااااااات اااااداي التعرى  على  أناماااااة   في 

(ASR)   أو نمااطىااة أحماااي تجوياادعااة مظاادلة مناال الماادول
والغُنن، معتمادة على اساااااااااااااات لات المميزات الصااااااااااااااوتياة  

  في .(MFCCs) التقلياادعااة مناال معاااملات الترلل الميليااة
ااااطا الساااااااااااااايااااق، ركزت اعط الأعماااال على تقييم ن ق  
الظرو  الم ااارج،  ينمااا تناااولااا أعمااال أخرة تقييم لقااة  

 .التلاوة الكلية

  التعرف الآلي على الكلام القرآني 1.2
 انتقلا الأاظال الظد نة نظو ت وير أنامة تعرى  شاملة

(End-to-End)  ساااااااااااااابيااااااال على  كبيرة.  مفرلات   ات 
 2021في عااااي   [8]   ال ن ااااوآ وآخرون   المناااال، قااادي

مقااار ااة تعتمااد على التعلم العميق لتظقيق معااديت خ اا   
في التعر      (Word Error Rate - WER) من فضة

اقاتارح كاماااااااا  الاقارآناياااااااة.  الاتالاوات  وىالال    عالاى  الاظاريارآ 
-CNNنمو ىاً شاااااملًا ععتمد على مُشااااف  ر   [9] (2023)

Bidirectional GRU   اساات داي تصاانيت التساالساال   مي
، ممااا عزز من لقااة التعر  على الكلاي  (CTC)الزمني  

   .(Ar-DAD) القرآني ااسات داي مجموعات  يانات عامة
 2024في عااي     [10الفضاااااااااااااالي وآخرون    كاطلا ، رور
عااااااجاااااامااااااي  ااااااياااااان     qArIناااااامااااااو ج   الاااااااطآ  الااااااهااااااجااااااياااااان 

CTC/Attention     و نيااااةBidirectional LSTMP   
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في معماارية شاااااااااااااااملة، مي تركيز على لقة التلاوة وت ثراا  
 .اقواعد التجويد 

ظهرت   :تصاااااااااااااانيت وتقييم أحمااااي التجوياااد المظااادلة •
لراسااات ركزت اشاامل خات على تقييم ىولة الن ق 
لأحماي تجويدعة فرلعة، حيت ربقا أساااااااااااالي  التعلم  
العميق على مهاي التصنيت الننائي )صظيح/خارئ(  
أو المتعدل. على ساااابيل المنال، ركزت أاظال حد نة  

 (DNNs)على اسات داي الشابمات العصابية العميقة  
لتقييم أحمااي   EfficientNet-B0 ومعماارياات منال  

 المااد، والغنااة، والإخفاااح، وحققااا نتااائة لقااة عاااليااة
[11]. 

  الفجوة البحثية وإسهام العمل الحالي 2.2

القرآنيااة   ASR على الرغم من التقاادي الهااائاال في أنامااة  
والجهول المبااطولااة في تقييم التجويااد، فااان معام الأنامااة  

(  [10] [ و9[ و  8الشاااااملة الظد نة )كالمشااااار  ليها في  
النساااااااااااااا  مهمااااااة  على  أساااااااااااااااااااااسااااااااااااااي  اشااااااااااااااماااااال   تركز 

(Transcription)   والكشاااااف عن الأخ اح على مساااااتوة
الظر  أو الكلمة، وقد ي تقدي تقييماً عميقاً وم صاااااااصااااااااً  
لجولة الألاح الصااااااااااااااوتي لأحمااي التجوياد التي تعتماد على  

 .صفات زمنية وشدة مظدلة

التقييم   المتمنلاااااة في  المنهجياااااة  الفجوة  البظااااات  اااااطا  عملأ 
 .المُ صاص والدقيق لجوار الأحماي التجويدعة الأسااساية

ع تلف اطا العمال عن الدراسااااااااااااااات السااااااااااااااااقاة والمقاارنات  
 :الظد نة في النواحي التالية

 ركز البظت اشااااامل حصااااارآ   : التركيز المخصـــص .أ
على تقييم الألاح الصااااااااااااااوتي لنلاثااة أحماااي تجوياادعااة  

-Al) المد المنفصااال :حاسااامة لسااالامة التلاوة، واي
Madd al-Munfasil)والغنااة المشااااااااااااااادلة ، (Al-

Ghunnah)والإخفاح ، (Al-Ikhfaa). 

 ديً من اساااااااات داي   :المنهجية الهجينة المُصـــــم مة .ب
نمو ج شامل واحد، عقترح اطا البظت منهجية اجينة  

الادييقاة  MFCCs تعتماد على اساااااااااااااات لات ميزات
مساااتقلة )نمو ج   LSTM وتغط تها لاااااااااااااااااا ثلاثة نما ج

مُدرب خصيصاً لكل حمم تجويدآ(. اطا الت صيص  
في  نيااة النمو ج والتاادرياا   تيح تكييت البااارامترات 
الفائقة ليناساااااااا  ال صااااااااائص الصااااااااوتية الفريدة لكل  
حمم، مما ععزز من قوة ولقة التقييم مقارنة االأنامة  

 .العامة

تُقدي اطه الدراساااااة مسااااااامة واياااااظة في ت وير ت بيقات  
التعلم التفاعلي للتجويد، من خلال تظقيق مستويات عالية  
من الادقاة في تصاااااااااااااانيت الأخ ااح المتعلقاة  هاطه الأحمااي  

 .الهجين MFCC-LSTM الأساسية ااست داي نهة

 المنهجية .3
ىمي   مراحاااااال   ثلال  من  تتكون  منهجيااااااة  البظاااااات  اتبي 
البيانات، اسااااااااااااات لات السااااااااااااامات الصاااااااااااااوتية )المعالجة  

،  ويااااااااااااااح الأوليااة(، و ناااح وتاادرياا  نمو ج التعلم العميق
( م  ط اسااااااااااايط للمراحل الم تلفة للمنهجية  1الشااااااااااامل )
 المست دمة.

 البيانات  جمع 1.3

، التي  QDAT [3]   تم اساات داي مجموعة البيانات العامة
مق ي صاااوتي لنلاثة أحماي   1500تظتوآ على أكنر من 

تجويد  المد المنفصااال، النون المشااادلة )الغن ة(، والإخفاح.  
كيلوارتز،   WAV 11 كانا الملفات الصاااااااوتية اصااااااايغة

 . ا، أحالآ 16

كمسااااااااااامة  ياااااااااامية لدعم الأاظال المساااااااااتقبلية في اطا 
المجاااال، قااااي البااااحنون اجمي وت وير مجموعاااة  يااااناااات  

تساااجيل لتعات النلال الأولى   1500ىد دة تظتوآ على  
 من سااااااااااااااورة الم ففين، متاحة للجمهور عبر مسااااااااااااااتول 

GitHub الرااط -https://github.com/faraj  :على 
elahjal/quran-recitation-dataset 
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بيااانااات شااااااااااااااملااا تلاوات قرآنيااة لقراح  التم تجميي قاااعاادة  
متنوعين، لتمنيل حايت الألاح الصظيح وال ارئ لأحماي  
المد، والإخفاح، والغنة المشاادلة. تم الظصااول على موافقة  

من ىميي المشاااااااااركين والت كد من   (Consent) شاااااااافهية
  اقاح التسجيلات مجهولة المصدر لأغراض البظت فقط.  

 استخلاص السمات والمعالجة الأولية 2.3

تم ت بيق سااااااااااااالسااااااااااااالة من خ وات ما قبل المعالجة على  
ىميي التسااااااااااجيلات الصااااااااااوتية لضاااااااااامان ىولة الإشااااااااااارة 

 :وتوحيداا

تو مطد اعمع  (Sampling Rate): معدد  العنةدة •

 تkHz 16اليعجمات  عد  

تيعمطط    :المعددال ددة اة لنددة •  MFCCااططططيقططدجططم 

ساطيقاق العطعاتت تو تيعطمو ااتطاصق إلى إ اصات 

 Hop)  جع تطدا ط  (ms) جملل ثطانمط  25  طول  

Size)   جملل ثانم  10  دصه. 

د  MFCC جكاج  13 تو ااططيقاق   :المعاملات •

 ةليا-ص الدليطا (Delta) صتو إضططططاف  جكطاجات الدليطا

(Delta-Delta)    ليعثمط  اليةمرات الطديعطاجم مط  فل

اليطوتت ص الياللد  صطبو إاعالل العطعات ل   إ اص 

 ت(3 × 13) 39

الدادنددا ددات • :  (Data Augmentation) إثداا  

ل ياةق جيان  الععوذل صتيلم  تأثمر ال ططططوضططططاءد تو  

تطبمش إثراء البمطانطات  لى ججعو ط  اليطدصيط  جن 

 ال إضطاف  ضطوضطاء  لفم   فمف  صتةممر  عطم  فل  

 [ت12] (Time Stretching) ار   العطش

 (Mel-scale)  تم حساااااااااااااااب الترلل على م ياا  الميل
،  ليه ت بيق تظويل ىي  التماي  [13  (1) عبر المعاللة

 MFCC للظصااااااااااول على معاملات   (DCT) المتق ي
  (2)   عبر المعاللة

 
𝑀𝑒𝑙(𝑓) = 2595 ⋅ 𝑙𝑜𝑔10 (1 +

𝑓

700
)       (1)    

𝑀𝐹𝐶𝐶𝑐 = ∑  

𝑁

𝑘=1

𝑙𝑜𝑔(𝐸𝑘) 𝑐𝑜𝑠 [𝑐 ⋅ (𝑘 −
1

2
)

𝜋

𝑁
]       (2) 

 LSTMبناء وتدريب نموذج    3.3

منفصاالة )لكل حمم تجويدآ   LSTM تم  ناح ثلاثة نما ج
متجهاااااات   المااااادخلاااااة من  ال بقاااااة  تتكون  حيااااات  نمو ج(، 

 .سمة( المتسلسلة زمنياً   39) MFCC سمات
 كما  لي    (Hyperparameters) النمو ج  يملهُ و 

 LSTM  بي  صا دق  ص اثعياك جن LSTM: طاقة •

تططيططراصى  ططمططن   ص ططدق    256إلططى   128  ططو ططدات 

(Neurons). 

اس ادددد ددا  • ااططططيقططدام  (Dropout): معددد   تو 

Dropout      لطبيط  0.2  ععططططبط LSTM  ليعظمو

 .(Overfitting) الععوذل صتجع  فر  اليقيمص

ن  • ن  (Optimizer): المُ ادِّ ن  عكدل   Adamجُحعطِّ

 ت 0.001يبلغ  (Learning Rate) تكلو  صلل

 ت64 ص  32هو  (Batch Size): ح م الدفعة •

المدادكدا • تفطكطمطط    (Early Stopping): التدقف   تو 

 اليو ن العب ر  عطاءه  لى  عططططاصق ججعو ط  اليحيش

(Validation Loss)   جع صططططبر (Patience) 

 ت (epochs) فيرات 10يعاصي 

اعع 

 البمانات
تيعمو 

ااتاصق 

 اليوتم 

اايقرال 

الععات 

(MFCC) 

تيعمو 

نعوذل 

LSTM 

تجهم  

البمانات 

 لليدصي 

تدصي  

 الععوذل
ا يباص 

 الععوذل

  طوات الععهجم  العيبك  .1شكل 
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تو تطدصيط  الععطاذل لكطدة   (Epochs): عدد  التتاات •

فيرق  ص  يى الوصططططول إلى  100-50 ييراصى  من 

 .اليو ن العب ر

،   (5) اااساااااااااااااات اداي المعااللاة 𝐶𝑡  تم تظاد ات حاالاة ال لياة
،  𝑖𝑡 والإلخاال 𝑓𝑡 والتي تادمة م رىاات  وا تي النسااااااااااااااياان

  (4)و   (3) كما  ويظان في المعاللتين
𝑓𝑡 = 𝜎(𝑊𝑓 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)     (3) 
𝑖𝑡 = 𝜎(𝑊𝑖 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)     (4) 
𝐶𝑡 = 𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶̃𝑡    (5) 

 

 النتائج والمناقشة .4
الماااادر ااااة على مجموعااااة  يااااانااااات   النمااااا ج  تم تقييم ألاح 

ااااااساااااااااااااات ااااداي مقااااا ي  الاااادقااااة ) (،  Accuracyايختبااااار 
(، حيااات تُاهر  F1(، ولرىاااة )Recallوايسااااااااااااااتااادعااااح )

النتائة كفاحة النما ج القائمة على شاااااااابمات الطاكرة رويلة 
( في مهمة التقييم ارلي لأحماي  LSTMوقصاااااايرة المدة )

( مصاااااااااااااافوفاات ايرتباا   2التجوياد.  ويااااااااااااااح الشاااااااااااااامال )
( الدقة 1التفصاااااااايلية للأحماي النلاثة، ويويااااااااح الجدول )

 الإىمالية التي حققها كل نمو ج 
( أعلى لقة  Al-Maddساجل نمو ج المد المنفصال ) •

 %.77.0كلية  لغا  
 %.66.1(  دقة  Al-Ikhfaa ليه نمو ج الإخفاح ) •
(  Al-Ghunnah ينما ساجل نمو ج الغنة المشادلة ) •

 %.59.4ألنى لقة  ىمالية  لغا  
ااطا الألاح، على الرغم من أناه أقال من التوقعاات الأولياة،  
عال تنافسااااااااااااياً مقارنةً االمنهجيات التقليدعة المساااااااااااات دمة 
ساااااااااااااااااقااً في تقييم التجوياد، منال نماا ج مااركو  الم  ياة  

(HMM)   4  وآيت لعم المتجهاات ](SVM)   5  برز  .]
في اطا البظت قدرتها الفائقة على   LSTMتفوق شاااابمات  

التعامل مي ربيعة التلاوة كبيانات متسااااالسااااالة رويلة، مما  
عممنها من التقاط ايعتمالعات الزمنية المعقدة الضااااارورية 

 [.7لتقييم أحماي المد والغنة  دقة أعلى  
 

على الرغم من أن نمو ج المد المنفصاااااااال حقق أعلى لقة  
كلية، فان التبا ن في الألاح  ين الأحماي عساااااتدعي تظليلًا  

 أعمق لمصفوفات ايرتبا  
المشــــــــــــد ة  .1 الغنــــة  لقااااااة    نموذج  أعلى  سااااااااااااااجاااااال 

(Precision  االااغاااااااا  )أن 98.7 عااعاانااي  مااماااااااا   ،%
النمو ج كاان موثوقااً ااه للغااعاة في توقعااتاه الإعجاا ياة.  
لكنااااه عااااانى من ان فاااااض حااااال في ايسااااااااااااااتاااادعاااااح  

(Recall  نسااابة  )سااالبية   66%، حيت ساااجل  54.2
(. اطا عشاااااااااير  لى أن النمو ج كان حطراً FNكا اة )
( في تصااااااااانيت التلاوات Over-Cautiousللغاعة )

على أنها صاااااااااااااظيظة، مفضااااااااااااالًا تصااااااااااااانيت التلاوة 
 الصظيظة على أنها خارئة  ديً من العم .

 
(  Precision  سااااااااااااااجاال ألنى لقااة )نموذج الإخفــاء .2

% اساااااااااااااابااا  ارتفاااا  عااادل الإعجاااا ياااات  62.0 لغاااا  
(. ااطا  ادل على أن النمو ج واىاه  FP=30الكاا ااة )

صااااااعو ة في التمييز  ين ال صااااااائص الترللعة للغنة  
وتلاا  المتعلقااة اغيراااا من الأحماااي، ممااا ىعلااه  بااال   
في تصاااااااانيت التلاوات ال ارئة على أنها صااااااااظيظة  

 13.] 
 

( )منظنيات التدري  والتظقق(  3كما  ويااااااااااااح الشاااااااااااامل )
مسااااااار التعلم للنما ج النلاثةي حيت ُ لاحظ تقارب سااااااريي  

 Trainingومسااااااااااااااتقر  ين منظنياات خسااااااااااااااارة التادريا  )
Loss( وخسارة التظقق )Validation Loss  مما  ؤكد ،)

(  Regularizationنجاح اساااااااااتراتيجيات تنايم النمو ج )
)  Dropoutمنااااال   المبمر  (  Early Stoppingوالتوقف 

( وياااااااااااامان  Overfittingفي تجن  فرط الت صاااااااااااايص )
وصااااااااااااااول النمو ج  لى نق ااة تعميم منلى على البيااانااات  
الجد دة. عُعزة الألاح المستقر للنما ج  لى التكامل الفعال  
 ين عنصاااااااارين أساااااااااساااااااايين في المنهجية  الأول او قدرة  

الفااائقااة على النمااطىااة الزمنيااة، حياات    LSTMشاااااااااااااابمااات  
( يلتقاط ايعتمالعات  5-3تساااااااات دي  واااتها )المعاليت  

الزمنية ال ويلة الضااااااااااااارورية لتقييم مدة الأحماي التجويدعة 
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 ادقاة، مماا عمنظهاا ميزة وايااااااااااااااظاة على النماا ج المعتمادة 
[ي والناني او ىولة الساامات المُساات دمة، HMM   4على 

[ المدعومة اسمات الدلتا MFCC   1حيت أتاحا سمات  
سااااااامة لكل  رار( للشااااااابمة التعر  على    39للتا )-والدلتا

التغيرات الظركية والساااااريعة في الترللات، واي يااااارورية 
لتمييز حايت منل الإخفاح والغنة المشدلة. االإيافة  لى  

( الااااباااايااااااااناااااااات  تااااقاااانااااياااااااة  ثااااراح  لااااعااااباااااااا   Data لااااااا ، 

Augmentation لوراً ااااامااااً في زياااالة متااااناااة النمو ج )
يااااد التبا ن في ىولة التسااااجيلات أو يااااوياااااح ال ل ية 

[، عُاهر  6,  5[. و االمقاارناة مي الأعماال السااااااااااااااااقاة  11 
ي معاالجاة مجموعاة من  نااامناا ألاحً تناافساااااااااااااايااً أو متفوقااً م

الأحماي التجويدعة الصااااااعبة، مما  ؤكد أامية ايتجاه نظو  
اساااااااااااااات ااداي نمااا ج التعلم العميق في ت وير ألوات تعليم  

التجويد ارلية.

 
 

 مقارنة  ين ألاح النما ج الم تلفة. .1جدول 
 (Al-Ghunnahالغنة المشددة ) (Al-Ikhfaaالإخفاء ) (Al-Maddالمد المنفصل ) مقياس الأداء

 % 77.0 % 66.1 % 59.4 (Accuracyالدقة )

 % 93.7 % 62.0 % 98.7 (Precisionالدقة )

 % 69.2 % 65.3 % 54.2 (Recallالاستدعاء )

 % F1 (F1 Score) 80.0 % 63.6 % 70.1درجة 

 

 الاستنتاجات .5
أثبا اطا البظت  نجاح فعالية اسااااااات داي شااااااابمات الطاكرة  

المقترنااة اساااااااااااااامااات   (LSTM) رويلااة وقصاااااااااااااايرة الماادة
في ت وير ناااي آلي  (MFCC) معااملات الترلل الميلياة

لتقييم لقاااة تلاوة القرآن الكريم. لقاااد حققاااا النماااا ج ألاحً  

متفاوتاً، حيت أظهر نمو ج المد المنفصااااااال الألاح الأكنر  
 ينما ساجل نمو ج الغنة  .%77.0توازناً  دقة كلية  لغا 

 المشااااااااااااااادلة ألنى لقاة كلياة، لكناه تميز  ادقاة تصاااااااااااااانيت
(Precision)  مما عشااير  لى %98.7عالية ىداً  لغا ،

 تجعحعمات اليدصي  صاليحيش للععاذل .3شكل 

 الثلاثة

 تجيفوفات ااصتباك للأ  ام الثاث  .2شكل 
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موثوقيته العالية عند التصاااانيت الإعجا ي، على الرغم من 
 .حطره الشد د في اكتشا  ىميي الظايت الصظيظة
 Tkinterكما تم تصااميم واىهة اسااي ة ااساات داي ممتبة  

لتجر ة ألاح النما ج، وأظهرت فعالية واياااااظة في عرض 
 .النتائة اشمل سهل ووايح للمست دي

 وصاااى في العمل المساااتقبلي امعالجة التظدعات المنهجية 
 التي ظهرت، خاصاااااااااااة تظساااااااااااين مؤشااااااااااار ايساااااااااااتدعاح

(Recall)  لنمو ج الغنة المشاااادلة، وتوساااايي ن اق النااي
ليشااامل أحماي تجويد  ياااامية ولمجه مي منصاااات التعليم 
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