
Automated Detection of Bone Fractures in X-ray Images Using 

Deep Learning and Ensemble Learning 

Basma Balam*1, Atef Eldenfria1 

1Department of Computer Science, Faculty of Information Technology, Misurata University, Misurata, Libya. 

*Corresponding author email: basmafarajbalam@gmail.com

Received: 18-09-2025 | Accepted: 27-11-2025 | Available online: 25-12-2025 | DOI:10.26629/jtr.2025.45 

ABSTRACT 

Bone fractures are among the most common injuries worldwide and pose a significant challenge 

for accurate diagnosis, with error rates reaching up to 10%, potentially leading to health 

complications and delayed treatment. This study aims to develop and evaluate deep learning 

models for enhancing the accuracy and efficiency of fracture detection, utilizing three primary 

frameworks: conventional Convolutional Neural Networks (CNNs), the VGG19 architecture, 

and DenseNet121, with transfer learning leveraging CheXNet-pretrained weights optimized for 

medical imaging. Preprocessing techniques and hyperparameter optimization using the 

Hyperband algorithm were applied, and ensemble learning through soft voting was employed 

to integrate model outputs. The models were trained and evaluated on the FracAtlas dataset, 

which comprises over 4,000 X-ray images. Results indicated that the conventional CNN 

achieved an accuracy of 82.89%, although fracture recall was limited to 13%. Both VGG19 and 

DenseNet121 improved performance balance, achieving area under the curve (AUC) values of 

0.79 and 0.81, respectively. The ensemble learning model achieved a performance close to that 

of the individual models. These findings demonstrate that deep learning can effectively support 

fracture diagnosis, particularly when incorporating transfer learning. However, challenges such 

as data imbalance and clinical case variability continue to affect model performance. This study 

represents a step toward the development of more reliable clinical decision support systems for 

fracture detection. 
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الكشف الآلي عن كسور العظام بالأشعة السينية باستخدام تقنيات التعلم العميق 
والتعلم الجماعي 

 1عاطف الدنفرية ،1بسمة بلعم
 . ليبيا، مصراتة، جامعة مصراتة، كلية تقنية المعلومات، قسم علوم حاسوب 1

ملخــــــــــــــــص البحــــــــــــــــــث 
كسور العظام من أكثر الإصابات شيوعا على مستوى العالم، وتشكل تحديا في التشخيص الدقيق، حيث إن نسبة الخطأ قد تصل إلى  

% مما يؤدي إلى مضاعفات صحية وتأخير العلاج، تهدف هذه الدراسة إلى تطوير وتقييم نماذج تعلم عميق لتحسين دقة وكفاءة  10
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( التقليدية  التلافيفية  العصبية  الشبكات  هي  رئيسية  أطر  ثلاثة  على  بالاعتماد  العظام  كسور   Convolutional Neuralكشف 
CNNs Networks,  وبنية ))VGG19(    وبنية)DenseNet121(التعلم بالنقل    ، مع الاستفادة من(Transfer learning  )  باستخدام
(Hyperparameter)( المهيأة للصور الطبية، وكذلك جرى تطبيق تقنيات المعالجة المسبقة  وضبط المعلمات  CheXNetأوزان ) 

لدمج    ( Soft Voting)( بطريقة  Ensemble Learningالتعلم الجماعي )    نا (، كما استخدمHyperbandباستخدام خوارزمية )
النماذج وتقييمها على قاعدة بيانات ) النماذج، وتم تدريب  أكثر من أربعة آلاف صور، وأظهرت  FracAtlasمخرجات  التي تضم   )

%، بينما حسنت  13% إلا أن استدعاء حالات الكسر كان ضعيفا بنسبة 82.89( حقق دقة بلغت CNNالنتائج أن النموذج التقليدي )
0.79   (Area Under the Curve AUC)( من التوازن في الأداء؛ حيث بلغت قيم منحنى  DenseNet121( و)VGG19نماذج )

على التوالي، أما نموذج التعلم الجماعي فقد حقق أداء مقاربا، تشير هذه النتائج إلى أن التعلم العميق قادر على دعم تشخيص   0.81و
، إلا أن تحديات مثل: عدم توازن البيانات، وتنوع الحالات السريرية  (Transfer learningنماذج )كسور العظام، خاصة مع استخدام 

 . ثقة، وبذلك تمثل هذه الدراسة خطوة نحو بناء أنظمة دعم قرار سريري أكثر بشكل كبير  تؤثر على الأداء

كسور العظام، الأشعة السينية، التعلم العميق، التشخيص الطبي. ة:لالكلمات الدا

 المقـدمــة  .1
من   البللللللال   لانسللللللللللللللللللللان  العظمي  الهيكللللللل  206يتكون 

، ورغم قوة العظللام وصلللللللللللللللابتهللا، فلل نهللا تظللل  [1]عظمللة
عرضللللللللة لاصللللللللابات المختلفة، وعلى رأسللللللللها الكسللللللللور،  
ويعرف الكسلللر بأنن انقطاع كامل أو ج ئي في اسلللتمرارية 
العظم؛ يؤدي إلى فقدان الاسللللتقرار الميكانيكي، وقد ينشللللأ 
عن أسللللباب متعددة مثل: السللللقوا، أو حوادا السلللليارات،  

الأمراض الم منة كمرض   أو الإصلللللللللابات الرياضلللللللللية، أو
هشاشة العظام، وفي لحظة واحدة، قد يؤدي حادا بسيط 

؛ الأمر الذي يبرز  [2]إلى كسر يغير مسار حياة المريض
   الأهمية الطبية والاجتماعية لهذه الإصابات.

تشللللير الإحصللللائيات إلى أن معدل حدوا الكسللللور مرتفع 
مليون كسلللللللر جديد في عام    178عالميا، إذ سلللللللجل نحو 

، [3]م1990% مقلارنلة بعلام  33.4م ب يلادة بلغلت 2019
وفي المملكلللة المتحلللدة مثلا يتراو  معلللدل الإصللللللللللللللللابلللات  

شللللللللخص   100,000لكل  4,017و  733بالكسللللللللور بين  
% 3سلللنويا، بينما تتراو  نسلللبة الخطأ في التشلللخيص بين  

، وقد يقود التشلخيص الخاط  أو المتأخر إلى  [4]%10و
مضلللللللللللللللاعفللات خطيرة تشللللللللللللللمللل الإعللاقللة الللدائمللة أو حتى  

التصللللللللللللللوير  [5]الوفللللاة الكبير في تقنيللللات  ، ورغم التطور 

الطبي، لا ت ال صلور الأشلعة السلينية محدودة القدرة على  
، مما يجعل دقة التشلللللللخيص  [3]إظهار التفاصللللللليل الدقيقة

رهينة بخبرة اختصلللللاصلللللي الأشلللللعة، ومع الارتفاع المت ايد  
في الطلب عليهم تظهر الإحصللللللللائيات انن حتى مع توفر  
اختصللاصللي الأشللعة أداء اختصللاصللي الأشللعة يقل بسللبب  

 .[4]تأثير التعب بحلول نهاية يوم العمل

للذللك انطلاقلا من ذللك، تتمحور المشللللللللللللللكللة البحثيلة حول  
الحاجة إلى تقييم كفاءة نماذج التعلم العميق في الكشللللللللف 
عن كسلللور العظام باسلللتخدام صلللور الأشلللعة السلللينية، في  
ظل التحديات المرتبطة بالتشللللللللللللللخيص التقليدي؛ ومن هنا 

 تتحدد أسئلة البحث:

ما مدى دقة النماذج المختلفة للشلللللللللبكات العصلللللللللبية  •
(  ,DenseNet121, VGG19الللللتلللللافلللليللللفلللليلللللللة 

CNNفي الكشف عن كسور العظام؟ ) 
كيف يختلف أداء هللذه النمللاذج من حيللث المقللايي   •

( ، Accuracy  ،Precisionالأسللللللللللللللللللللاسللللللللللللللليلللللللة 
Recall ،F1-Score؟) 

تقنيلللللات التعلم الجملللللاعي )•  Ensembleملللللا أثر 
Learning  تللحسللللللللللللللليللن علللللى  مللقلللللللارنلللللللة    داءالأ( 

 باستخدامها بشكل منفرد؟
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البحث على   اتوبناء على هذه التساؤلات، تطر  فرضي 
 النحو الآتي: 

للنملللللاذج العميقلللللة )•  ,CNNs, VGG19يمكن 
DenseNet121 تحقيق دقة عالية في الكشلللللللف )

 عن الكسور باستخدام صور الأشعة السينية.
•( اللللللللملللللللتلللللللقلللللللدملللللللة  اللللللللنلللللللملللللللاذج   VGG19تلللللللؤدي 

من DenseNet121و أفضللللللللللللللللللللل  نتلللللللائج  إلى   )
 .(CNN) الشبكات التقليدية

يسللللللللللللللهم دمج النمللاذج عبر تقنيللات التعلم الجمللاعي•
(Ensemble Learning)   مسللللللللللللللتوى رفع  في 

 الأداء الكلي وتحقيق نتائج أكثر استقرارا.

اعتمدنا    واثبات فرضللللللللياتنا   ولاجابة عن هذه التسللللللللاؤلات،
على منهجية تجريبية تضلللللللللللمنت تطوير ثلاثة نماذج تعلم 

( وتقييم  CNNs, VGG19, DenseNet121عميق )
 Soft)بطريقة أدائها، مع تطبيق أسلوب التعلم الجماعي  

Voting  لتع ي  النتائج، وتم تدريب النماذج باسللللللللللتخدام )
صلللللور أشلللللعة سلللللينية للعظام، مع الاسلللللتعانة بخوارزميات 

(، واختيلار المعلملات Fine-Tuningالضللللللللللللللبط اللدقيق )
 (.Hyperbandالفائقة المثلى باستخدام خوارزمية )

وبذلك تسللللللللللللللعى هذه الدراسللللللللللللللة إلى الربط بين الإمكلانات  
الطلللللب  في  العمليلللللة  وتطبيقلللللاتلللللن  العميق  للتعلم  النظريلللللة 
السللللللللللللللريري، من خلال تقلديم تقييم مقلارن شلللللللللللللللاملل لأداء 
النماذج، واسلللللللللتكشلللللللللاف حدودها؛ مما يع ز جودة الرعاية  
الصللللللللللللللحيللة ويقلللل من المخللاطر المرتبطللة بللالتشللللللللللللللخيص  

 الخاط  أو المتأخر.

 الدراسات السابقة  2.1
رك ت التطورات الحللديثللة في التعلم العميق لاكتشللللللللللللللللاف 
كسلللللللللللللور العظام على الاسلللللللللللللتفادة من  ياكل الشلللللللللللللبكات 

( وتحسللللين أسللللاليب المعالجة  CNNالعصللللبية التلافيفية )
المسلبقة، بالإضلافة إلى اسلتكشلاف تقنيات التعلم الجماعي  

 لتع ي  الدقة السريرية.
( اسللللتخدم 2017) Jakub Ola et alفي دراسللللة أجراها  

مثللللل: شللللللللللللللبكللللات عميقللللة   BVLCو)  ،(VGG)خم  

Reference CaffeNet network)   مجموعللللللة على 
صلللللللللللورة أشلللللللللللعة سلللللللللللينية،   256,458بيانات مكونة من 

( VGG%، وكللان نموذج )90محققين دقللة لا تقللل عن  
ومع ذلك كان نهجهم محدودا  [6]%؛83الأفضللللللللللللل بدقة 

بللالاعتمللاد على الصللللللللللللللور السللللللللللللللريريللة الفرديللة، ممللا دفع 
الباحثين لاحقا لاسللتخدام التصللوير متعدد ال وايا وتحسللين  

 النماذج.

 Yutoku Yamadaلذلك حل مشللللكلة الصللللور الفردية  
et al (2020  من خلال دمج ثلاثة أوضلللللللاع تصلللللللوير )

صورة   1,703لكسور عظم الفخذ والحدبة، حيث استخدم  
صلللللللللللورة شلللللللللللعاعية جانبية،   1,220وشلللللللللللعاعية امامية، 

واسلتخدم م يج من الموضلعين، والتي اخذت صلورة واحدة  
اللتلجلهلليلل    فلي  الافلراا  للتلجلنلللللللب  ملريلض  كلللللللل  ملن  فلقلط 

(Overfittingمحقق ،)دقة مماثلة أو أفضلللللللللللل من دقة  ن
( نسللبة Recall( و )Precisionالجراحين، حيث بلغت )

 .[7] منهما لكل   0.98

 Kemal Üreten et alدراسللللللللات لاحقة مثل  وأظهرت
، (GoogleNet)و ،(ResNet50( فعالية بنية )2022)
( خصللوصللا في الكشللف عن كسللور الرسلل ، VGG16و)

( حلللقلللقلللللللت  دقلللللللة  VGG16حللليلللللللث  % 84و  93.3%( 
أظلهلرت [8]  اللملخلتلبلرتليلنللللملجلملوعلتليلن   اللنل ليلض،  وعلللى   ،
( تفوق  2023)  Shinawar Naeem et alدراسللللللللللللللللة  
( في تصللللللللنيف كسللللللللور  VGG( على )ResNetنماذج )

دقلللللة   بلغلللللت  حيلللللث  اليلللللد،  لنموذج 81.9أصلللللللللللللللللللابع   %
(ResNet مقارنة بدقة )لنموذج78.5 % (VGG) [9 ]  ،

( المختلفة  CNNوتشلللللللير هذه الدراسلللللللات إلى أن نماذج )
 ومواضع الكسر قد تعطي نتائج متباينة.

كما أبرزت الدراسللللللات أهمية المعالجة المسللللللبقة وتحسللللللين  
( فللللاسللللللللللللللتخللللدم   Salih Beyaz et al(  2020الأداء، 

( لكسللللللور CNNالخوارزميات الوراثية لتحسللللللين معلمات )
الغير   من مجموعللللة البيللللانللللات  الرغم  الفخللللذ، وعلى  عنق 

(، Sensitivity%)83متوازنة كانت ابرز نتائج الدراسلللة  
( زاد هذا GA( ومع تضلللللمين  )Specificity% )73و  
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%، كما قامت الدراسلة بتحويل الصلور  1.6المعدل بنسلبة 
، وأكد اكتشلللللاف  [10]إلى تدرجات رمادية، وقص الصلللللور

Tien Huang et al( 2023كسللللر الضلللللع بواسللللطة  )

(، AlexNetأيضلللللا على المعالجة المسلللللبقة، باسلللللتخدام )
صللورة  2,000( على مجموعة بيانات من  DenseNetو)

( تبل  حوالي Accuracyأشلعة سلينية للوصلول إلى دقة )
البيللللانللللات92 من تحي ات مجموعللللة  الرغم  ،  [ 11]%على 

بلالتلالي أظهرت النتلائج أن التجهي  المسللللللللللللللبق للصللللللللللللللور  
وتحسللين الشللبكات ي يد من الدقة، خصللوصللا عند التعامل  

 ضوضاء.  مع بيانات غير متوازنة أو تحتوي على

 Ensembleواعتمد الباحثون أيضللللللللللللللا التعلم الجماعي )
Learning  اسللللللللللللللتخللدم )Fatih Usal et al  (2021  )

على  ( Ensemble Learning)تقنيات التعلم الجماعي  
نمللاذج مثللل: جمعوا  حيللث    (،MURAمجموعللة بيللانللات )

(DenseNet(و  ،)ResNet(و  ،)VGG  مع خطوات ( 
 Ayesha Tahir et، وبالمثل قام[12]المعالجة المسللبقة

al 2024) بتحسلللللللللين التعلم الجماعي بشلللللللللكل أكبر من )
بللليلللن   اللللجلللملللع   ،MobileNetV2  ،VGG16)خللللال 

InceptionV3  ،ResNet50  )عن هللذا ان نموذج   نتج
المنفردة  المجموعلللة يتفوق مقلللارنلللة بنملللاذج التعلم العميق  

و  91.62و    92.96% ملللللللللللللللن   %92.14% 
(Accuracy(و  ،)Recall(و  ،)F1 Score  ) علللللللللللللللللى

 .[13]لنموذج المجموعة  التوالي

على الرغم من التقدم الكبير في اكتشللللللاف كسللللللور العظام  
( والتعلم الجمللاعي، فلل ن  CNNبللاسللللللللللللللتخللدام شللللللللللللللبكللات )

الدراسلللللات السلللللابقة غالبا ما اقتصلللللرت على نوع واحد من 
الصللللللللللللور السللللللللللللريرية، أو لم تسللللللللللللتفد بالكامل من تقنيات  
المعالجة المسللللبقة، أو لم تطبق ضللللبطا متقدما للمعلمات، 
كمللا أن قللابليللة تعميم النمللاذج على بيللانللات متنوعللة كللانللت 

 محدودة.
تسعى هذه الدراسة إلى معالجة هذه القيود من خلال دمج 

( العميق  للتعلم  رئيسلللللللللللللليللللللة  نمللللللاذج  ،  VGG19ثلاثللللللة 
DenseNet121  ،وCNN   التقليلللدي(، مع اسللللللللللللللتخلللدام

خللوارزملليلللللللة  عللبللر  للللللمللعلللللملللللللات  الللتلللللقلللللللائللي  الضللللللللللللللللبللط 

(Hyperband( والاسللللللللللللللتفادة من أوزان ،)CheXNet  )
المهيأة للصللللللور الطبية، كما سلللللليتم تطبيق منهجية الدمج  

(؛ لتحسلللللللين دقة Soft Voting Ensembleالجماعي )
توازن   تحلللللديلللللات  معلللللالجلللللة  على  مع التركي   الكشللللللللللللللف، 
على   التعميم  على  النملللللللاذج  قلللللللدرة  وتع ي   البيلللللللانلللللللات، 

 مجموعات بيانات متنوعة.
هذه الدراسللللللللة خطوة نحو تطوير أنظمة كشللللللللف آلي أكثر  
دقة وموثوقية لكسللللور العظام، مع قدرة أكبر على التكيف  

 .والتعميم في البيئات السريرية المستقبلية

 الجانب العملي والمنهجية .2
اتبعنا منهج شلللللللللللامل حيث بدأنا بالحصلللللللللللول على بيانات  
الاشللعة السللينية التي تشللمل حالات الكسللر وغير الكسللر،  
ثم تم تطبيق تقنيات المعالجة المسلللللللللللللبقة لضلللللللللللللمان جودة  
البيانات؛ بالتالي ضللللللللللللمان جودة النماذج، ثم اسللللللللللللتخدمنا 
المعلللالجلللة لتلللدريلللب واختبلللار ثلاا  يلللاكلللل تعلم  البيلللانلللات 

الع الشللللللللللللللبكلللللللة   ،(CNN) التلافيفيلللللللةصللللللللللللللبيلللللللة  عميق: 
اسللتخدمنا التعلم   ثم (DenseNet121)و  ،(VGG19)و

لدمج نقاا القوة في النماذج    ؛(Soft Voting) الجماعي
 .الثلاثة

وتم تقييم أداء النماذج الفردية والمقارنة فيما بينها؛ بالتالي  
قد سلللللللللمه هذا النهج ب جراء تقييم شلللللللللامل لنقاا القوة لكل 
نموذج في سللللللللياق اكتشللللللللاف كسللللللللور العظام من صللللللللور  

 الأشعة السينية.

 . منهجية الدراسة: 1 شـكل
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وستقدم الأقسام التالية شرحا لكل خطوة في إطارنا  
المنهجي، مما يضمن إمكانية إعادة الإنتاج وتسهيل 

 الأبحاا المستقبلية في هذا المجال. 

 مجموعة البيانات  2.1

( التي تضلللللللللللم FracAtlasاسلللللللللللتخدمنا مجموعة بيانات )
صللورة أشللعة سللينية للعظام، جمعت خلال عامي    4,083
م من ثلاثة مستشفيات ومراك  تشخيص 2022م و2021

في بنغلادش، صممت المجموعة لمهام تصنيف الكسور، 
وتحديد مواقعها، وتقسللللللليمها، وتتمي  بتعليقات توضللللللليحية  
عالية الجودة تغطي أج اء تشللريحية متنوعة مثل: الكتف،  

 .[14]  واليدالورك، والإصبع، والساق، و 

هذه المجموعة متاحة للاسلللللللللللللتخدام العام تحت رخصلللللللللللللة  
Creative Commons Attribution 4.0 

(CC-BY 4.0)  مما يتيه نسلللللللللخها ومشلللللللللاركتها و عادة ،
 .تشكيلها أو البناء عليها شريطة نسب المصدر

حالة    922)صللللورة بها كسللللور 717تحتوي البيانات على 
صللللللللللللورة دون كسللللللللللللور، مع تنوع    3,366كسللللللللللللر( مقابل  

،  عاما 78وأشلللهر  8بين ديمغرافي يشلللمل مرضلللى بأعمار  
% إناا، تتضلمن  38% ذكور و62وتوزيع جنسلي نسلبتن 

الصور أحيانا وجهات نظر متعددة للعضو، وأجه ة تثبيت  
( ملللللللا  Orthopedic Fixation Devicesالعظلللللللام   ،)

 .[14]  السريري يعك  واقعية البيانات وقابليتها للتطبيق  

وجرى تصنيف البيانات بواسطة اثنين من اختصاصي  
الأشعة، وفي حال الاختلاف احيلت الصور على جرا   
 عظام خبير لضمان الدقة وموثوقية التصنيفات النهائية. 

. عملية تصنيف البيانات  : 2شـكل 

(؛ لاسللتخدمها FracAtlasووقع الاختيار لقاعدة بيانات )
في دراسلللللللتنا نظرا لتغطيتها الشلللللللاملة، وموثوقية تعليقاتها،  
وتنوعها الذي يعك  ظروفا سللللريرية ح ي ية، إضللللافة إلى  
الت امها بسلرية المرضلى؛ مما يسلمه باسلتخدامها لأغراض  

 .[14] المريضالبحث دون المساس بسرية 

 معالجة البيانات  2.2

لضمان جودة وموثوقية   ؛خضعت البيانات لمرحلة معالجة
النماذج، شللملت هذه المرحلة أولا اكتشللاف الصللور التالفة  
و زالتها، حيث تم فحص جميع صللللللللور الأشللللللللعة السللللللللينية  

صلورة تالفة    59وتم تحديد    ،(TensorFlowباسلتخدام )
لمنع تأثيرها السلبي على    ؛من مجموعة البيانات  استبعدت

 (Normalization)    الصور  التدريب، بعد ذلك تم تطبيع
و  0عن طريق تقسلللليم قيم البكسللللل التي تتراو  عادة بين 

؛ مملللا 0–1لتحويلهلللا إلى نطلللاق    255على  [15]،  255
يحقق تجلللان  البيلللانلللات ويسللللللللللللللهلللل تلللدريلللب الشللللللللللللللبكلللات 

كما تم توحيد أبعاد جميع الصللور لتصللبه  ،[16]العصللبية
لنملللللللاذج   224×224 المطلوب  الحجم  وهو  بكسللللللللللللللللللللل؛ 
(VGG19)  (وDenseNet121   حللللاف الللللذي  (؛ الأمر 

للكسلور وسلاهم في تحسلين الكفاءة   على التفاصليل الدقيقة
الحاسلوبية وسلرعة التدريب، بعد معالجة الصلور تم تقسليم 
مجموعة البيانات إلى ثلاا مجموعات رئيسللللللللية: التدريب  

% والاختبار بنسللللللبة 20%، والتحقق بنسللللللبة 70بنسللللللبة  
% مع خلط البيانات لضللللللمان توزيع عشللللللوائي وتقليل  10

 .[17]أي تحي  محتمل

ونظرا لوجود اختلال واضلللللللللللللله في توازن الفئلللات، حيلللث  
صللللللورة   717صللللللورة غير مكسللللللورة مقابل   3,307كانت 

(  Data Augmentationمكسلللللللورة، تم في البداية تجربة )
الفئللللة   النقص في  وتعويض  العينللللات  تنوع  بهللللدف زيللللادة 
الأقلل تمثيلا، إلا أن النتلائج لم تكن مرضلللللللللللللليلة؛ للذللك تم 

الفئللللات من مكتبللللة ) (  Scikit-Learnحسللللللللللللللللللاب أوزان 
( وضللللللللبط compute_class_weight)  باسللللللللتخدام أداة 
(، مما أدى إلى أوزان تقريبية  Balancedالوضلللللللع على )

للفئة المكسلللللللورة،   2.806للفئة غير المكسلللللللورة و  0.608
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وتم دمج هذه الأوزان في عملية التدريب؛ لتحسللللللللللللللين قدرة  
دقلللللللة  وتع ي   تمثيلا،  الأقلللللللل  الفئلللللللة  تعلم  على  النموذج 

 [.18اكتشاف الكسور ]

 التعلم العميق في تصنيف صور الأشعة السينية 3.2

في هذه الدراسللللللللللة اسللللللللللتخدمنا ثلاا أطر رئيسللللللللللية للتعلم  
العميق لتصللنيف صللور الأشللعة السللينية واكتشللاف كسللور  

( وCNNاللللللللللللللللعلللللللللللللللظلللللللللللللللام:   ،)  (VGG19،)  و 
(DenseNet121). 

 (CNNالشبكة العصبية التلافيفية ) 3.2.1

( باسللللتخدام أربع CNNتم بناء شللللبكة عصللللبية تلافيفية )
متتللاليللة، بحيللث تتللدرج عللدد المرشللللللللللللللحللات   كتللل تلافيفيللة

(Convolutional Blocks  من مع  256إلى    32(   ،
 الحفاظ على بنية موحدة لكل كتلة.

( طبقتي  تحتوي على  كتللللللة  كلللللل Conv2Dكلللللل  يلي   ،)
( سللللللللللللللرعلللللة Batch Normalizationطبقلللللة  (؛ ل يلللللادة 

( ثم تفعيللللل  بمعللللامللللل  LeakyReLUالتللللدريللللب،   )0.1
، يتم تقليللل  (Conv2Dطبقتي )لإدخللال اللاخطيللة، بعللد  

(، مع  MaxPooling2Dالأبعلاد المكلانيلة بلاسللللللللللللللتخلدام )
( لتقليل الإفراا في التعلم Spatial Dropout2Dإدراج )

(Overfitting( حيللث تتللدرج نسلللللللللللللللب ،)Dropout من )
 في الكتلة الرابعة.  0.5في الكتلة الأولى إلى    0.25

طبقلللللة   تسللللللللللللللتخلللللدم  التلافيفيلللللة،  الكتلللللل   (Globalبعلللللد 
Average Pooling)   لجمع المعلومات المكلانيلة وتقليلل

الأبعاد مع الحفاظ على السللللمات الأسللللاسللللية المهمة؛ مما 
في التعلم ) ( ويحللللاف   Overfittingيقلللللل خطر الإفراا 
 على تمثيلات المي ات الرئيسية.

ثم تأتي رأس التصلللللللللللنيف التي تتضلللللللللللمن طبقتين كثيفتين  
(Dense  بعللدد وحللدات )على التوالي، مع    128و  256

( و)Regularization L2تلللللللللطلللللللللبللللللللليلللللللللق   ،)Batch 
Normalization( و   ،)LeakyReLU  ،للتنشلللللللللللللليط  )
لضلبط   0.3و  0.5( بمعدلات  Dropoutبالإضلافة إلى )

(، أخيرا  Overfitting)  النموذج وتقليلل الإفراا في التعلم
تتكون طبقللة الإخراج من خليللة واحللدة مع دالللة تنشلللللللللللللليط 

(Sigmoid  ما يسلللللللللللمه بالتصلللللللللللنيف الثنائي لصلللللللللللور ،)
 الأشعة السينية إلى وجود كسر أو عدمن.

 ،(Model Compilationنقوم بعدها بتجميع النموذج )
( بمعدل تعلم ابتدائي  AdamWفتم اسللللللللتخدام محسللللللللن )

0.0001( وملللللعلللللللاملللللللل   ،Weight Decay ملللللقلللللللداره  )
(  Binary Cross Entropy، ودالة خسلللللارة )0.0001

وكمعللللايير تقييم تم  الثنللللائي،  لملاءمتهللللا مع التصللللللللللللللنيف 
 ( لمراقبة الأداء أثناء التدريب.AUCتضمين )

ولضمان التوازن بين التعلم الجيد ومنع الإفراا في التعلم؛  
لمراقبة الأداء على   (Early Stoppingيتم اسلللللللللللتخدام )
( و يقللاف التللدريللب Validation Setمجموعللة التحقق )

كحلد أقصللللللللللللللى لعلدد   200عنلد تلدهور الأداء، مع تحلديلد  
 (.Epochsالدورات )

3.2.2  ( بـــــالــنـــقـــــ   الــتـــعـــلـــم  و VGG19نــمـــــالم   )
(DenseNet121) 

 Transferتسللللللللللللللتخلللدم هلللذه اللللدراسللللللللللللللللة التعلم بلللالنقلللل )
Learning( تحديدا )VGG19( و )DenseNet121  )

( و VGG19للكشللللللللللللللف عن كسللللللللللللللور العظلللام، حيلللث )
(DenseNet121  هما شلللللللللللبكتين عصلللللللللللبيتين ملتويتان )

عميقتللان مللدربتللان مسللللللللللللللبقللا عللادة على مجموعللة بيللانللات  
(ImageNet  ؛ وبللالتللالي الاسللللللللللللللتفللادة من قللدرتهمللا على)

التعرف على المي ات العلللاملللة المكتسللللللللللللللبلللة من مجموعلللة 
البيانات الضللللخمة التي تتكون من صللللور طبيعية وتكيفها  

 للعمل على الصور الطبية.

تم تهيئة أوزان النموذجين في دراسللللللللتنا باسللللللللتخدام نموذج 
(CheXNet  أوزان علللللللللللللللى  الاعلللللللتلللللللملللللللاد  ملللللللن  بلللللللدلا   )
(ImageNet  ؛ والسللللللبب في ذلك أن التدريب باسللللللتخدام)

مرتفعلللة، وهو أمر  ImageNetأوزان ) ( لم يحقق نتلللائج 
الطبيعيلللللة في   الصللللللللللللللور  طبيعلللللة  منطقي نظرا لاختلاف 

(ImageNet عن الصللللللللللللللور الطبيلة، وعلى العك  من )
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خصلللليصللللا لتحليل    ت( صللللممChexNet)  اوزانذلك ف ن  
صلللور الأشلللعة السلللينية؛ مما يجعلن نقطة انطلاق مناسلللبة 
 لاستخراج المي ات الطبية الدقيقة وتحسين أداء النموذج.

في المرحلة الأولى، تم تجميد الطبقات الأسللللاسللللية للحفاظ  
على الأوزان الملدربلة مسللللللللللللللبقلا، بينملا جرى إلغلاء التجميلد  
للطبقللات العليللا من النموذجين الإجراء عمليللة الضللللللللللللللبط  

 (.Fine-Tuningالدقيق )

الطبقلللللة    VGG  19بلللللدأ إلغلللللاء التجميلللللد في  • من 
 الثامنة فما فوق.

التجميلللللللد في  • إلغلللللللاء  من   DenseNet121بلللللللدأ 
 الطبقة التاسعة والخمسين فما فوق.

يعك  هللذا النهج ح يقللة أن الطبقللات الللدنيللا للشللللللللللللللبكللات 
العصللبية التلافيفية تلتقط مي ات عامة منخفضللة المسللتوى 
مثللل الحواف والأشللللللللللللللكللال البسلللللللللللللليطللة وهي قللابلللة لإعللادة  
الاسللتخدام في مهام متعددة، بينما الطبقات العليا مسللؤولة 
عن المي ات الأكثر تخصللصللا، لذلك أعيد تدريبها لتتكيف  

صلللللللللللللور كسلللللللللللللور العظام وتتعلم أنماطا جديدة  مع طبيعة 
مرتبطلللة بهلللا، وبهلللذا يحقق الضللللللللللللللبط اللللدقيق توازنلللا بين  
الاسلتفادة من المعرفة السلابقة المخ نة في الأوزان المدربة 
 مسبقا وبين تخصيص النموذج المهمة التصنيف الطبي.

.(Transformer fine-tuningعملية ) :3شكل 

( أضلللللللللللللليف  DenseNet121و VGG19فوق القلاعدة )
رأس تصلللللنيف مخصلللللص لمهمة التصلللللنيف الثنائي وجود 

 كسر أو عدمن، يتكون من:

( لتحويلل خرائط المي ات ثنلائيلة الأبعلاد  Flattenطبقلة ) 1
 إلى متجن أحادي الأبعاد.

( بعللدد قللابللل للضللللللللللللللبط من الوحللدات  Denseطبقللة )  2
(Units يتراو  من )512إلى   128  ( وتنشيطReLU .) 

 .0.5و 0.2( للتنظيم بمعدل بين Dropoutطبقة ) 3

4  ( واحللللللدة Denseطبقللللللة  خليللللللة  مع  لاخراج  اخرى   )
 (.Sigmoidوتنشيط )

وبعللد تحللديللد البنيللة المعمللاريللة للنموذج و ضللللللللللللللللافللة رأس  
التصللللللنيف المخصللللللص، تأتي الخطوة التالية المتمثلة في  

، (Hyperparameter tuning)  ضبط المعلمات الفائقة
حيث يعتمد أداء نماذج التعلم العميق بشلللللللللللللكل كبير على  

( الفلللللللائقلللللللة  الملعلللملللللللات  ( Hyperparametersاختليلللللللار 
المناسللللللللللبة التي تضللللللللللمن الوصللللللللللول إلى أفضللللللللللل النتائج  
بخوارزميللللللة   الاسللللللللللللللتعللللللانللللللة  تم  ذلللللللك  ولتحقيق  الممكنللللللة؛ 

(Hyperband( المدمجة في مكتبة )Keras Tuner  ،)
حيلث تعملل هلذه الخوارزميلة على اختيلار الأنسللللللللللللللب منهلا 

 بصورة آلية.

تشللللللللللللللمل عملية الضللللللللللللللبط اختيار مجموعة من المعلمات 
 الأساسية، وهي:

( Dense Layerعدد الوحدات في الطبقة الكثيفة  •
 .512إلى  128والتي تتراو  من 

( والتي بين Dropout Rateمعلدل الإسللللللللللللللقلاا )•
 .0.5و 0.2

(،  RMSprop(، أو )Adamاختيار المحسلللللللللن )•
 (.SGDأو )

 معدل التعلم للمحسن التي تم اختياره.•

 Binaryوفي النهاية يتم تجميع النموذجين باسلللللللللتخدام )
Cross Entropy  كدالة خسللللللللللارة، والتي تتناسللللللللللب مع )

طبيعة التصلللللنيف الثنائي لمهمة اكتشلللللاف كسلللللر العظام،  
ويتم تحديد المحسللللللللللللللن تلقائيا خلال عملية الضللللللللللللللبط مع  

(AUC.كم ياس تقييم ) 

 التعلم الجماعي 3.2.3

اللجلملللللللاعلي   اللتلعلللم  نلهلج  طلبلقلنلللللللا  اللللللللدراسللللللللللللللللللللة  هلللللللذه  فلي 
(Ensemble Learning لتع ي  دقة اكتشلللللاف كسلللللور )

بين التنبؤات من نمللاذج   العظللام، فيجمع التعلم الجمللاعي 
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متعددة لاتخاذ قرار نهائي؛ وبالتالي الاسلللللللللللللتفادة من نقاا  
قوتها الجماعية، لذلك اسللللتخدمنا طريقة التصللللويت الناعم  

(Soft Voting  التعلم نمللللللاذج  تنبؤات  بين  تجمع  التي   )
)CNN)  اللللللللثللللللللاثلللللللة:اللللللللعلللللللمللللللليلللللللق   و   )VGG19 و  )

(DenseNet121:ويتم تنفيذ ذلك على النحو التالي ) 

(  VGG19(، و )CNNيقوم كلل من النملاذج الثلاثلة ) .1
( بتوليد احتمالية إذا كانت صلللللللورة  DenseNet121و )

 الأشعة تحتوي على كسر أو لا.
 يتم دمج هذه الاحتمالات وأخذ المتوسط المرجه لها. .2
يعتمد التصللنيف النهائي على أعلى قيمة احتمال )كسللر  .3

أو غير كسلللر(؛ مما يضلللمن الاسلللتفادة من نقاا قوة كل 
 نموذج على حدة.

النتـائـج .3
النملللللاذج بين  ومقلللللارنلللللة الاداء  النملللللاذج    ،لتقييم  تقييم  تم 

، (Precision)  و  ،(Accuracy)بللللللللاسللللللللللللللللللللللتللللللللخللللللللدام  
(  AUC-ROCو)  (،F1 Scoreو)،  (Recall)و

لإعطاء صللللللللللورة شللللللللللاملة عن قدرتها على تميي  صللللللللللور  
الكسللللللللللللللور من غيرها؛ وبذلك يبرز هذا التحليل نقاا القوة  
والضعف لكل نموذج ويساعد في اختيار الأنسب للتطبيق  

 السريري.

 ةأداء النمالم الفردي  3.1

 (CNN) الشبكة العصبية التلافيفية  1.3.1

، ومع%82.89( بنسللللللللللللللبللة  Accuracyحقق النموذج )
بسللللللللللللللبلللب علللدم توازن   ة؛منحلللاز (  Accuracyهلللذه )ذللللك  

أظهر  التي لا يوجد بها كسللر  لفئة  لالبيانات حيث بالنسللبة 
( Recall)، و  %84  بنسللللللللللللللبلللللة(  Precision)النموذج  
مما يشللللللللير إلى قدرتن العالية على تجنب  ؛ %98بنسللللللللبة 

الإيجابيات الكاذبة، أما بالنسللللللبة لفئة الكسللللللور، فقد بلغت 
(Precision) %59  و(Recall) %13  فقط، وهو ما

يشللللير إلى صللللعوبة في التقاا حالات الكسللللر، وأدى ذلك 
-AUCوبلغت )% 22منخفضلللللللللللللة ( F1 Score)إلى  

ROC  ) يدل على قدرة متوسلللطة   مما   ؛0.6971للنموذج
 .على التميي  بين الفئتين

 .CNN))( لنموذج ROC) منحنى: 4شـكل 

أوضلللللللحت مصلللللللفوفة الارتباك دقة النموذج بشلللللللكل أكبر،  
حالة غير كسر بشكل صحيه،   2,827 حيث تم تصنيف

حالة منها فقط تم تصللللللنيفها بشللللللكل خاط  ككسللللللور  59و
حالة كسللللللر  84)إيجابيات كاذبة(، في حين تم تصللللللنيف  

حالة كسلللر على    542بشلللكل صلللحيه، بينما تم تصلللنيف  
هلذا التوزيع يبرز  ؛ أنهلا غير كسللللللللللللللور )سلللللللللللللللبيلات كلاذبلة(

التحلللدي اللللذي يواجلللن النموذج في تحلللديلللد جميع حلللالات  
 الكسر بدقة.

. (CNN)مصفوفة الارتباك لنموذج : 5شـكل 

 VGG19بنية  2.3.1

للكشلللللللللف عن كسلللللللللور ( (VGG19نموذج قمنا بضلللللللللبط  
اللللفلللللللائلللقلللللللة   اللللملللعلللللللملللللللات  ضلللللللللللللللللبلللط  فلللحلللللللدد  اللللعلللظلللللللام، 

(Hyperparameter tuning  )  تكوين لرأس التصللللللنيف
كلثليلفلللللللة   )  256بلهلللللللا  طلبلقلللللللة  وملعلللللللدل   ،(Unitsوحلللللللدة 
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(Dropout Rate) 0.30،  ( ومحسلللللللللللللنRMSprop )
 .0.0001بمعدل تعلم 

 .(VGG19بنية ): 6شـكل 

)و  مجموعللللة VGG19أظهر نموذج   على  جيللللدا  ( أداء 
فحقق دقللللة ) ( بنسللللللللللللللبلللة  Accuracyبيللللانللللات الاختبللللار، 

أمللا بللالنسللللللللللللللبللة لفئللة غير الكسللللللللللللللر كللانللت )   ،81.17%
Precision  )  ،  و(Recall) 89%  ،  علللللللى    %88و

،  %88بنسللللللللللللللبللة   (F1-Score)ممللا أدى إلى    ؛التوالي
( Precisionبالنسلللللبة لفئة غير الكسلللللر، حقق النموذج ) 

-F1و )% 51( بنسللللبة Recallوتذكر )  % 50بنسللللبة 
Score)    منحنى  )،%  51بلغللللت ( أن  ROCو أظهر 

النموذج يمتلللك قللدرة تصللللللللللللللنيفيللة جيللدة، حيللث بل  معللدل 
(AUC-ROC  حوالي )وهو ما يعك  توازنا  ؛ 0.7927

نسبيا في التميي  بين الفئتين، إلا أن هناك مجالا لتحسين  
 التميي  خصوصا لفئة الكسر.

 .(VGG19)لنموذج  (ROC)منحنى : 7شـكل 

تشير هذه النتائج إلى أن النموذج تمكن من تصنيف عدد 
ل  اكبير من الحالات بشلللللللكل صلللللللحيه، إلا أن الأداء ما ز 

أفضللل مع فئة غير الكسللر مقارنة بفئة الكسللر، مما يعني  
أن بعض حالات الكسللللللور قد لا تكتشللللللف، وهو أمر بال   
 الأهمية في التطبيقات الطبية ويتطلب تحسينا مستقبليا.

وأكدت مصلللللللفوفة الارتباك هذه النتائج، حيث حدد نموذج 
(VGG19  بشلللكل صلللحيه )60حالة غير كسلللر و  440 

حالة غير كسلللللللر بشلللللللكل    59حالة كسلللللللر، وتم تصلللللللنيف 
خاط  على أنها كسلللللور )إيجابيات كاذبة(، وتم تصلللللنيف  

حالة كسللللللللللر بشللللللللللكل خاط  على أنها غير كسللللللللللور  57
 .)سلبيات كاذبة(

 (VGG19) لنموذجمصفوفة الارتباك  : 8شـكل 

 DenseNet121بنية  3.1.2
( القائم على التعلم  DenseNet121نموذج )قمنا بضللبط 

بالنقل لتصلنيف صلور الأشلعة السلينية للكشلف عن كسلور  
الفلللللائقلللللة   المعلملللللات  وحلللللددت عمليلللللة ضللللللللللللللبط  العظلللللام، 

(Hyperparameter tuning )  التكوين المناسلللللب لرأس
فتضللللللللللللللمن طبقلة كثيفلة   ،(DenseNet121)  تصللللللللللللللنيف
)  384علللللى  تللحللتللوي   ،  0.4ومللعلللللللدل  ،  (Unitsوحلللللللدة 
.0.001( بمعدل تعلم RMSprop)ومحسن 

 .(DenseNet121بنية ): 9شـكل 
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أظللللللهللللللرت   الاخللللللتللللللبلللللللار،  بلللللليلللللللانلللللللات  مللللللجللللللمللللللوعلللللللة  فللللللي 
(DenseNet121( أداء جيد، محقق دقة )Accuracy )

% أما بالنسللللللبة غير المكسللللللورة حقق دقة 82.14بنسللللللبة 
(Precisionبنسللللللللبة ) 90%، ( وتذكرRecall بنسللللللللبة )
وأما  ، %89( بنسللللللبة F1-Scoreمما أدى إلى ) ؛88%

مع  ،  %53 (Precision)بالنسللللللبة للكسللللللور كانت الدقة  
( F1 Score)%مما أدى إلى 57  ( بنسبةRecall)تذكر  
( بنسلبة AUC-ROCالنموذج )كما حقق  ،%55بنسلبة 
مما يعني قدرة النموذج على التميي  بين الصلللللور  ؛ 81%

 .ةالتي تحتوي على كسور وتلك غير المكسور 

 .(DenseNet121)( لنموذج ROCمنحنى ): 10شـكل 

(  DenseNet121كشلللفت مصلللفوفة الارتباك عن تمكن )
حالة كسلر بشلكل  67حالة غير مكسلورة    439من تحديد 

نتيجة تصلللللنيف صلللللور    60صلللللحيه، ومع ذلك كان هناك
غير مكسللللللللورة بشللللللللكل خاط  على أنها كسللللللللور )إيجابية  

نتيجة تصللنيف الكسللور بشللكل خاط  على   50و، كاذبة(
 أنها غير كسور )سلبية كاذبة(.

 .((DenseNet121وذج ممصفوفة الارتباك لن: 11 شـكل

 تأثير التعلم الجماعي   3.2

لي  بالكبير  أظهرت نتائج نموذج التعلم الجماعي تحسنا 
مقارنة بالنماذج الفردية، حيث بلغت 

(Accuracy)%82.14( أما ،Precision  فكانت )
% لفئة الكسر، مما يعك  57% لفئة غير الكسر و88

قوة النموذج في تميي  الحالات السليمة أكثر من 
%  54لغير الكسر و %89 (Recall)الكسور، وبل  

للكسر، ما يشير إلى قدرة عالية على اكتشاف غير  
الكسور مقابل ضعف نسبي في اكتشاف الكسور، كما 

   %.82( بلغت Score F1حقق النموذج )

حالة   438أظهرت مصفوفة الارتباك أن النموذج صنف 
حالة إيجابية كاذبة،   52غير كسر بشكل صحيه مقابل 

حالة   58حالة كسر صحيحة مقابل   68بينما اكتشف 
سلبية كاذبة، توضه هذه النتائج أن النموذج يتمتع بدقة  
أعلى في التعرف على الحالات السليمة مقارنة بالحالات  

ف عن تحدي عدم التوازن في الأداء، المصابة، مما يكش
  ،(CNN) :ورغم ذلك ف ن دمج  ياكل مثل

( يوفر أساسا مهما  DenseNet121و) ،(VGG19و)
لتحسين الكشف عن الكسور وتع ي  إمكانية التطبيق  

 السريري بعد إجراء تحسينات إضافية.

 Ensembleمصفوفة الارتباك للتعلم الجماعي ): 12شـكل 

Learning). 
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 التحلي  المقارن للنمالم   3.3

 .النماذج دقة مقارنة (:1) رقم جدول

 CNN VGG19 DenseNet121 Ensemble الم ياس 
Learning

Accuracy %82.89 %81.17 %82.14 %82.14

. الكسورغير  لفئة  النماذج نتائج(: 2)رقمجدول 
CNNVGG19DenseNet121 الم ياس 

Ensemble 
Learning 

Precision84 % 89 % 90 % 88 % 

Recall98 % 98 % 88 % 89 % 

F1-
Score

90 % 88 % 89 % 89 % 

. الكسور لفئة  النماذجنتائج  :(3)رقمجدول 
CNNVGG19DenseNet121 المقياس 

Ensemble 

Learning

Precision59%50  %53  %57  %

Recall13  %51  %57  %54  %

F1-
Score

22  %51  %55  %55  %

 الاستنتاجات .4

أظهرت نتلائج التقييم أن النملاذج الملدروسللللللللللللللة تمتللك قلدرة  
متفاوتة على تميي  صلللللللللور كسلللللللللور العظام من الصلللللللللور  
السللليمة، حيث برزت جميعها بأداء جيد على فئة الصللور  
غير المكسلللورة مقابل ضلللعف نسلللبي في اكتشلللاف حالات  
الكسلللللر، النموذج القائم على الشلللللبكة العصلللللبية التلافيفية  

(CNN  حقق أعلى دقة إجمالية، إلا أنن أظهر قصللللللللللورا )
واضللللللللحا في اسللللللللتدعاء حالات الكسللللللللر ، وهو ما يعك  
تللأثير عللدم توازن البيللانللات؛ في المقللابللل أظهرت النمللاذج  

( مثللللللل:  بللللللالنقللللللل  التعلم  على  و VGG19المعتمللللللدة   ،)
(DenseNet121 أداء أكثر توازنا، إذ حسللللللللللللللنت من ، )

تحقي مع  الفئتين  بين  التميي   على  النموذج  قيم قللللللدرة  ق 
(AUC-ROC مرتفعلللة نسللللللللللللللبيلللا، مملللا يعك  جلللدوى  )

 الاستفادة من الأوزان المدربة مسبقا على بيانات طبية.

( اللللجلللملللللللاعلللي  اللللتلللعلللللللم  نلللملللوذج  أن   Ensembleكلللملللللللا 
Learning وفر أداء مقللاربللا للنمللاذج الفرديللة مع بعض )

التحسللللللللللللللن في مقلايي  التوازن بين اللدقلة والتلذكر، إلا أن  
الفللائللدة كللانللت محللدودة، وتظهر هللذه النتللائج أن التحللدي  
الرئيسللي يكمن في تحسللين اكتشللاف حالات الكسللر، حيث 
تميل النماذج إلى تفضللليل الحالات السلللليمة على حسلللاب 

 الحالات المرضية.

ويرجع السللللللللبب الأسللللللللاسللللللللي على الأرجه إلى عدم توازن  
البيانات، رغم تطبيق بعض الدراسلللللللللللللات لاسلللللللللللللتراتيجيات  
للتغلب على هذه المشلللللكلة، إلا أن أثرها ظل واضلللللحا في  
النتللائج، كمللا أن تنوع البيللانللات ديموغرافيللا، ووجود بعض 
اللعلظلللللللام  تلثلبليلللللللت  أجلهل ة  علللى  تلحلتلوي  اللتلي  الصلللللللللللللللور 

(Orthopedic Fixation Devices قد سلللللللللللاهم في ،)
ضللللللللللللللعف الأداء العلام للنملاذج، وعلى الن يض من ذللك، 
رك ت الللدراسلللللللللللللللات الاخرى غللالبللا على جللانللب محللدد أو 
عضللو واحد، أو لم توفر التنوع الذي توفره قاعدة البيانات  
المسللللتخدمة في هذه الدراسللللة، مما قد يفسللللر ظهور نتائج  

ريريا عالية في هذه الدراسلات مع ضلعف قابلية تطبيقها سل 
على بيلانلات أكثر تنوعلا، توضلللللللللللللله هلذه النقلاا التحلديلات  
العمليلة التي تواجلن تطبيق نملاذج اللذكلاء الاصللللللللللللللطنلاعي  
سللريريا، وهو ما يمي  هذا البحث حيث يسللعى إلى تقريب 
نتائج الذكاء الاصللللللطناعي من التجربة السللللللريرية الفعلية؛  
مما يع ز دقة وكفاءة تشلخيص كسلور العظام في البيئات  

 ية الواقعية.الطب

تؤكد هذه الدراسلللللللللللة على أن تطوير تقنيات موازنة الفئات  
أثناء التدريب وتحسين استراتيجيات الضبط الدقيق، ودمج 
تقنيلات متقلدملة، قلد يسللللللللللللللهم في تع ي  قلدرة النملاذج على  
اكتشلللللللاف الكسلللللللور بدقة أعلى، وبذلك تمثل النتائج خطوة  
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مهمة نحو بناء أنظمة دعم قرار سلللللللريري موثوقة تسلللللللاعد 
الأطباء في تشللللخيص كسللللور العظام من صللللور الأشللللعة 

 السينية بشكل أكثر دقة وكفاءة.

 التوصيات .5

اسللللللللتنادا إلى نتائج هذا الدراسللللللللة أن تقنيات التعلم العميق 
أظهرت نتائج واعدة في تصللللنيف صللللور الأشللللعة السللللينية  
واكتشللللاف الكسللللور، ومع ذلك هناك فرر للتطوير، ومن 

 هنا تبرز التوصيات التالية:

توسللللليع قاعدة البيانات: زيادة حجم البيانات وتطبيق  •
التصللللللللللللللوير    طرق المنهجيلللة على أنواع مختلفلللة من  

 الطبي.
عاانن؛استتتتم باانات أ ثن توانماا أ   :تحقيق التوازن •

ماظتفن بااثنا ستتتتت ختتفن  معاتجنخ دت خ تجنعتبانن

 .اخماا ننفيناخدتأ ث
النمللللللاذج:  • مدعاننتنويع  ا عان م ااتتجن ااا  تتت ثن

ع تقن  اىنم معفنعنناخأ ت ج ناخ ستتتتم تب تجنفين
اجخكنلا ما انالأباءن نن اات ن مدببةنننن؛هجهناخبااسج

 .امحستنن ابةناخأم ئج
اختبارات سللللريرية: إجراء تجارب واسللللعة قبل اعتماد  •

 النماذج في البيئات الطبية للتأكد من موثوقيتها.
 :اختبارات الدلالة الإحصللائية: تطبيق اختبارات مثل•

(McNemar)  و((Bootstrapping  ، للتحقق من
 الفروق الإحصائية بين النماذج.

 Domain)  التحقق الخلللارجي ونقلللل التعلم التكيفي•
Adaptation اختبللار النمللاذج على بيللانللات من :)

مؤسللللللللسللللللللات ومصللللللللادر مختلفة، مع تطبيق تقنيات 
(Domain Adaptation قلللللللدرة للللتلللللللأكلللللللد ملن  (؛ 

النموذج على التعميم في بيئات طبية متنوعة.
توجيلن الأطبلاء: التلأكيلد على دور هلذه النملاذج كلأداة •

 مساعدة مكملة للخبرة الطبية وليست بديلا عنها.

إن تنفيذ هذه التوصللللللللليات من شلللللللللأنن أن يسلللللللللهم في  
تطوير أنظمة الكشلللللف الآلي عن كسلللللور العظام في  

فاعليتها في البيئات    صلللور الأشلللعة السلللينية، وتع ي 
 السريرية الواقعية.
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