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ABSTRACT

In today's landscape, the widespread adoption of cloud computing has been accompanied by a
corresponding increase in security vulnerabilities, with Distributed Denial-of-Service (DDoS) attacks
posing one of the most serious challenges by overwhelming resources such as CPU power, memory,
and network bandwidth, thereby disrupting services for legitimate users. Detecting DDoS attacks in
cloud environments is particularly difficult due to the similarity between malicious and legitimate traffic,
often originating from numerous geographically dispersed sources. This study evaluates the
effectiveness of five supervised machine learning algorithms Random Forest (RF), Decision Tree (DT),
Support Vector Machine (SVM), k-Nearest Neighbours (KNN), and Naive Bayes (NB) for detecting
DDoS attacks in cloud computing environments using the publicly available Software Defined
Networking (SDN) DDoS Attack Dataset. Comprehensive preprocessing including normalization,
feature selection, and Synthetic Minority Oversampling Technique (SMOTE) was applied, along with
rigorous regularization strategies to mitigate overfitting. Experimental results demonstrate that Random
Forest achieved the highest balanced performance (95% accuracy, 96% precision, 95% recall), followed
by KNN (94%), SVM (93%), DT (92%), and Naive Bayes (91%). These findings confirm the potential
of machine learning for reliable DDoS detection while emphasizing the importance of proper model
regularization to ensure generalizability. Future work should explore larger datasets, real-time traffic
analysis, and hybrid models to further enhance robustness.
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1. INTRODUCTION frequently mimic legitimate traffic patterns and

Cloud computing has emerged as a
transformative technology, offering a flexible
and on-demand pool of configurable computing
resources that can be accessed with minimal
management effort or service provider
intervention [1]. Despite its numerous
advantages such as scalability, cost efficiency,
and accessibility cloud platforms face
significant  security  challenges.  Unlike
traditional infrastructures that rely on static and
well-defined perimeters, cloud environments
operate on shared infrastructures, support multi-
tenancy, and enable dynamic resource
allocation, all of which introduce unique
vulnerabilities and increase the potential attack
surface [2]. Among the diverse range of security
threats, Distributed Denial-of-Service (DDoS)
attacks remain among the most severe and
disruptive. In these attacks, malicious actors
flood target servers with excessive traffic, often
leveraging networks of compromised devices
(botnets) to exhaust system resources such as
CPU, memory, and bandwidth. Since attackers

utilize  geographically dispersed sources,
differentiating between normal and malicious
requests becomes a complex task [2].

Moreover, conventional network-layer defense
mechanisms are often ineffective against
modern application-layer DDoS attacks,
highlighting the urgent need for more adaptive,
intelligent, and data-driven detection strategies
capable of operating efficiently in cloud
environments.

While deep learning approaches have gained
recent attention in cybersecurity, traditional
supervised learning methods remain highly
relevant for DDoS detection due to their
interpretability, computational efficiency, and
proven effectiveness on structured network
traffic data.

To address these challenges, this study makes
three primary contributions. First, it presents a
comparative evaluation of five supervised
machine learning algorithms Random Forest
(RF), Decision Tree (DT), Support Vector
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Machine (SVM), k-Nearest Neighbors (KNN),
and Naive Bayes (NB) using a publicly
available SDN-based DDoS dataset. Second, it
implements  comprehensive  preprocessing
techniques, including normalization, feature
selection, and the Synthetic Minority
Oversampling Technique (SMOTE), to mitigate
class imbalance and improve overall model
performance. Third, it provides empirical
insights into the relative strengths and
weaknesses of each algorithm, offering
practical guidance for developing effective and
scalable DDoS detection systems tailored for
cloud computing environments.

2. DDoS ATTACK PROCESS

DDoS Attack aims to disrupt the services of a
specific network or server by flooding it with
multiple requests from multiple sources at the
same time as shown in Figure 1. The attacker
hacks a large number of devices (such as
computers, smartphones, etc.) and turns them
into bots. These hacked devices are part of a
network called a botnet.

Attack Routing: The attacker issues commands
to these bots to send requests or data to the target
server at the same time.

Server Flooding: These concurrent requests
flood the server, making it unable to handle
legitimate requests from actual users. This
results in slow performance or complete
cessation of service.
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Fig 1. DDoS Attack Process.

3. RELATED WORKS

Numerous research studies have been done on
security enhancement and have proposed
several techniques to attain the desired security
level. Tan, Liang et al. [3] introduced an
innovative security framework tailored for
mitigating DDoS attacks within SDN
environments. Their model comprises two key
modules leveraging machine learning (ML)
algorithms. The data-processing module utilizes
the K-Means algorithm to optimize feature
selection, while the detection module employs
the k-nearest neighbor (KNN) algorithm to
identify attack flows. In comparison to
approaches like distributed Self-Organizing
Map (SOM) and entropy-based methods, their
model achieves an impressive accuracy of
98.85% with a recall rate of 98.47%. Shaw et al.
[4] they introduced an evolutionary approach
for classifying DDoS attack traffic within an
SDN framework. This model employs an SVM
algorithm for the classification of malicious
traffic, utilizing genetic algorithms (GA) to
optimize SVM parameters. Kernel Principal
Component Analysis (KPCA) is selected as a
method to enhance feature selection. The
model's classification performance is evaluated
using datasets containing UDP flood, HTTP
streaming, and regular traffic to assess its
accuracy. Experimental results demonstrate that
the combined approach achieves an accuracy of
98.9%. Mishra et al. [5] they proposed a system
based on supervised machine learning To detect
and prevent DDoS attacks on the server via the
cloud and extract statistical features. Using
Naive Bayes (NB), Nearest Neighbours (KNN)
and Random Forest (RF) classifiers, the results
showed that the proposed approach can detect
DDoS attacks with almost high accuracy
(99.68%) using RF and low Fake positives.
Yassin et al. [6], they proposed a method based
on Naive Bayes (NB) and K-means clustering to
detect DDoS attacks. The K-means clustering
method groups traffic data exhibiting similar
behaviours, while the Naive Bayes algorithm
classifies the clustered data into normal and
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attack traffic categories. Ajeetha et al. [7] they
proposed a method to detect spreader denial-of-
service attacks by analyzing traces in traffic
flows. A confusion matrix was constructed
based on these traces, and two classifiers, Naive
Bayes and Random Forest, were employed to
classify traffic as either normal or abnormal,
using profiles derived from existing datasets of
normal and attack behaviours. Naive Bayes
algorithm outperformed the Random Forest
algorithm in terms of accuracy and
effectiveness. M NALAYINI et al. [8] this study
explores machine learning algorithms for
detecting distributed denial-of-service (DDoS)
attacks, utilizing the NSL-KDD dataset. Two
techniques are employed: Learning Vector
Quantization (LVQ) for classification and
Principal Component Analysis (PCA) for
dimensionality reduction. Each approach
selects specific characteristics to detect DDoS
attacks effectively. Decision Tree (DT), Naive
Bayes (NB), and Support Vector Machine
(SVM) classifiers are applied and compared in
terms of classification performance. Among
these, the LVQ-based Decision Tree stands out
for its superior ability to identify attacks
compared to other DT variants.

4. METHODOLGIES

4.1 Description of Dataset

This study uses the public SDN DDoS Attack
Dataset [9], which was created in a Software
Defined Networking (SDN) environment and
made available for research purposes. The
dataset contains 104,345 traffic flow records
and includes 23 features representing various
network characteristics. Each record is labelled
as either normal traffic or attack traffic,
allowing for supervised learning. The dataset
covers different network protocols, including
TCP, UDP, and ICMP, providing a balanced
view of real-world network behaviour under
both normal and attack conditions.

4.2 Data Preprocessing

Data preprocessing is a critical step to ensure
the accuracy and reliability of machine learning
models. The process begins with an
examination of the dataset to identify missing
values and inconsistencies. Features that do not
contribute meaningfully to classification are
removed after analyzing their correlation with
the output labels. Since the dataset contains an
uneven distribution of attack and normal traffic,
the  Synthetic = Minority = Oversampling
Technique (SMOTE) [12] is applied to balance
the data. This technique generates synthetic
examples of the minority class to reduce bias
during training. All numerical features are then
normalized to ensure uniform scaling and to
improve the learning performance of the
classifiers. Finally, the processed dataset is
divided into training and testing subsets using a
70:30 ratio, allowing for an objective evaluation
of model performance.

4.3 Machine Learning Algorithms

Machine learning techniques are used to
analyze system performance and detect
abnormal network behaviours. In this study,
five supervised learning algorithms are
implemented: Random Forest, Decision Tree,
Support Vector Machine, k-Nearest
Neighbours, and Naive Bayes. Each method has
distinct characteristics and advantages, as
summarized below.

Random Forest (RF)

Random Forest is an ensemble learning method
that combines multiple decision trees to produce
more accurate and stable predictions [10]. Each
tree is trained on a random subset of the data and
predictor variables, reducing overfitting and
improving generalization.

Decision Tree (DT)

A Decision Tree consists of internal nodes that
represent decision rules and leaf nodes that
represent output classes. It supports both
categorical and numerical data, making it
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suitable for classification problems in network
analysis [10].

Support Vector Machine (SVM)

SVM is a powerful supervised learning
algorithm used for classification and regression.
It identifies the optimal hyperplane that
separates data points into two distinct classes
(e.g., normal vs. attack) while maximizing the
margin between them [10].

k-Nearest Neighbours (KNN)

KNN is a simple yet effective algorithm that
classifies data based on the majority label of its
k nearest neighbours. It is widely used in
anomaly detection due to its ability to adapt to
local data structures [10].

Naive Bayes (NB)

Naive Bayes is a probabilistic classifier that
applies Bayes theorem under the assumption
that features are independent. It is
computationally efficient and performs well
even with limited data, making it useful for
rapid classification tasks [10].

4.4 Evaluation Metrics

To assess model performance, several standard
evaluation metrics are used, including accuracy,
precision, recall, and Fl-score. These metrics
are derived from the confusion matrix, which
compares the predicted and actual class labels
[11]. Accuracy measures the proportion of
correct predictions, while precision focuses on
how many of the positive predictions were
correct. Recall evaluates how effectively the
model identifies true attack instances, and the
Fl-score provides a balanced measure that
combines precision and recall. All models are
trained and tested under identical conditions to
ensure a fair comparison of their detection
capabilities.

5. APPLICATION AND RESULTS

In this study, five machine learning algorithms
including decision tree, naive bayes, random

forest, support vector machines, and k nearest
neighbors are applied to classify and detect
abnormal behavior in network traffic. Finally,
different performance evaluation metrics called
accuracy, precision, recall, and F1-score were
used to assist the performance of those
algorithms by using the confusion matrix.

5.1 Confusion Matrix

It is the easiest way to determine the
performance of a classification model by
comparing how many positive instances were
correctly/incorrectly classified and how many
negative instances were correctly/incorrectly
classified. In a Confusion Matrix, the rows
represent the actual labels and the columns
represent the predicted labels [11].

Actual Values
Positive  Negative
Positive

Negative

Predicted Values

Fig 2. Confusion Matrix.

5.2 Performance Metrics

Performance Metrics Accuracy. Accuracy
represents the proportion of correctly classified
instances relative to the total number of
predictions made by the model. While it is one
of the most commonly reported metrics,
accuracy alone can be misleading particularly in
the presence of class imbalance, where one class
significantly outnumbers the other. In such
cases, a model may appear to perform well
simply by favoring the majority class. Accuracy
is computed as:

TP+TN

Accuracy = ——
Y = TPITN+FP+FN
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where TP, TN, FP, and FN denote true
positives, true negatives, false positives, and
false negatives, respectively. Precision.
Precision measures the proportion of correctly
predicted positive instances out of all instances
predicted as positive. In other words, it
quantifies how reliable the positive predictions
are. High precision indicates a low rate of false
positives, which is crucial in contexts where
false alarms carry significant cost. It is defined
as:

TP
TP+FP

Precision =

Recall. Recall, also known as sensitivity or true
positive rate, quantifies the proportion of actual
positive instances that the model successfully
identifies. It reflects the model s ability to
capture all relevant positive samples and is
particularly important when missing a positive
instance is costly. It is calculated as:

TP
TP+FN

Recall =

F1 Score.

The F1 Score provides a balanced measure
between precision and recall by taking their
harmonic mean. It is especially useful in
imbalanced datasets, where a single metric
(such as accuracy) may not fully capture model
performance. The F1 Score is defined as:
recision. recall
F1= 'Zrecision+recall
Together, these metrics offer a comprehensive
view of classification performance, balancing
the trade-offs between precision, recall, and
overall predictive accuracy.

5.3 Performance Comparison

The performance of each model is examined by
applying each algorithm to the dataset, applying
the four metrics, obtaining the results and
comparing them with the results obtained in the

paper under study. The comparison results
appear in the table below.

Table 1 : Performance Analysis of different
approaches.

F1
Score

NB | 091 0.92 0.90 | 091
KNN| 0.94 0.95 0.94 | 0.94
RF | 0.95 0.96 0.95 | 0.95
DT | 0.92 0.93 0.92 | 092
SVM | 0.93 0.94 0.93 | 0.93

Accuracy| Precision| Recall

6. Conclusions

Detecting Distributed Denial of Service (DDoS)
attacks is a critical issue, as these attacks can
significantly disrupt cloud services. Machine
learning models have the ability to effectively
identify such attacks. This study focuses on
accurately detecting distributed DDoS attacks,
using data specifically related to these incidents.
Various machine learning methods have been
used, including decision tree (DT), support
vector machine (SVM), random forest (RF), k-
nearest neighbours (KNN), and Naive Bayes
(NB), along with feature selection algorithms
for classification. Conducting a balancing
process for the data sets, all methods showed
high accuracy in classifying DDoS attacks,
higher than the percentages they obtained in the
comparative search, with Random Forest
achieving the highest accuracy rate of 95%,
followed by k-Nearest Neighbours (94%),
Support Vector Machine (93%), Decision Tree
(92%), and Naive Bayes (91%).
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