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ABSTRACT

The rapid growth of internet usage has transformed cybercrime into a formidable global challenge.
Among digital threats, phishing stands out as particularly dangerous due to its deceptive approach.
Cybercriminals employ fake yet convincing URLs to steal users' sensitive information, causing
significant financial and personal damage. This escalating threat demands advanced countermeasures.
This study addresses this critical need by proposing a hybrid machine learning (ML) model specifically
designed to improve malicious URL identification. The innovative model integrates three powerful
algorithms: Logistic Regression (LR), Artificial Neural Networks (ANN), and Random Forest (RF).
These are combined within an advanced stacking ensemble architecture that strategically leverages each
algorithm's unique analytical capabilities. This multi-layered approach enables comprehensive threat
analysis from different perspectives. To optimize model efficiency and performance, we implemented
Principal Component Analysis (PCA) for intelligent feature selection, ensuring optimal computational
resource utilization. Our research utilized a substantial dataset of over 11,000 carefully labelled URLSs
sourced from Kaggle. The dataset underwent meticulous preparation, including appropriate balancing
techniques to mitigate class imbalance issues that could compromise model accuracy. Through rigorous
evaluation using key performance metrics accuracy, precision, recall, and Fl-score the model
demonstrated exceptional efficacy. Remarkably, the hybrid ensemble achieved an outstanding accuracy
of approximately 99.55%, significantly surpassing all individual base models. This superior performance
highlights the model's strong potential for immediate deployment in real-time phishing detection
systems. It offers organizations a proactive and reliable defence mechanism in the ongoing battle against
evolving cyber threats, representing a significant advancement in cybersecurity protection for today's
sophisticated digital landscape.

Keywords: Phishing URLs, Voting classifier, Stacking classifier, Logistic Regression, Artificial Neural Network,
Random Forest, Cyber Security.
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INTRODUCTION For instance, Figure 1 shows that phishing can

be perpetrated by tricking someone into clicking
In the contemporary digital world, phishing

attacks have emerged as one of the most
pervasive and detrimental forms of cybercrime.
These attacks predominantly exploit malicious

a malicious link that seems legitimate.

Dear Facebook user,

. . Update your

URLs. These URLS redirect unsuspecting users In an effort to make your orlne experience safer and more enjoyable, Fecebook acrount
to counterfeit websites. These websites are Facebook wil be implementing a new login system that wil affect &l

. .. Facebook sers, These changes wil offer new features and increased
meticulously crafted to resemble legitimate account securty, ‘

. s Before you are able to use the new login system, you wil be required to

platforms. The primary objective of such attacks e o o |
is to illegally obtain sensitive users' Chck et o pate your account cnlne oy,
information. This includes authentication 1f you have any questions, reference our New User Guide.
credentials, financial details, and other personal Tharks
data. Cybercriminals increasingly employ The Facebock Team

advanced evasion techniques. One common
technique is the use of deceptive subdomains
embedding well-known brand names. Another

Fig 1. An example of a phishing attack [1]

way is the use of URL shortening services to
conceal destination addresses. They also deploy
HTTPS protocols to create a false sense of trust.
Additionally, attackers often replicate the visual
design of authentic websites. They mimic user
interfaces as well. These strategies further
enhance the deceptive potential of phishing
attacks.

This approach is used instead of trying to break
through a computer’s defence systems. The
malicious links are placed within the body of the
message. They are designed to make it appear
that they go to the spoofed organization. This is
done by using that organization’s logos and
other legitimate content [1].
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However, phishing reached record level in
2023, marking the worst year on record for this
type of attack. Phishing incidents saw a sharp
rise in the second half of the year. This came
after a slight dip in the second quarter. The Anti-
Phishing Working Group (APWG) recorded
just over 1 million unique phishing attacks in
Q4 alone. Overall, they witnessed almost 5
million such incidents throughout the full year

[2].

Given the dynamic and evolving nature of
phishing techniques, traditional rule based
detection systems have proven insufficient [3].
In response, machine learning (ML) has
emerged as a promising approach, capable of
analyzing a wide array of URL based features
such as URL length, the presence of abnormal
characters, domain registration attributes, and
phishing-related lexical patterns [4]. By
identifying latent patterns and correlations
within these features, ML models can
effectively distinguish between benign and
malicious URLs [5]. Unlike static detection
methods, ML based systems possess the
adaptive capacity to recognize novel and
previously unseen attack vectors, thereby
enhancing detection accuracy and reducing
false positive rates [6]. Feature selection in
classification models is typically done using
filter, wrapper, or embedded methods [7]. In
this study, PCA was used as a filter method to
reduce dimensionality and keep the most
relevant features [8][9] Achieving high
classification accuracy mainly relied on tuning
key hyperparameters like increasing the number
of trees in the RF [10], modifying the hidden
layers and learning rate in the ANN [11] and
adjusting the regularization strength and solver
in LR which collectively improved the model’s
performance [12].

1. RELATED WORK

Phishing detection has gained increasing
attention in recent years due to the growing
sophistication of cyberattacks and the
limitations of traditional security mechanisms.

Various ML and hybrid approaches have been
proposed in the literature to address this
challenge. Below is a summary of notable
studies in this field.

In 2021, a group of researchers developed a
classification framework combining ANNs and
RF with ensemble techniques. They used a
Kaggle dataset of 11,055 URLs. The models
achieved strong results, with ANN reaching
98.72% accuracy and 100% precision and recall
for the phishing class, while RF recorded
97.65% of accuracy [13].

In 2022, a study proposed a hybrid feature-
based detection model by extracting 15 URL-
related and 10 hyperlink-related features,
avoiding dependence on third-party services. It
was evaluated on a balanced dataset of 6,000
URLs. The XGBoost classifier gained the best
result, achieving 99.17% accuracy, 98.81%
recall, and a low false positive rate [14].

In a 2023, another study suggested, a hybrid
model that integrates SVM with Ant Colony
Optimization (ACO) and Deep Belief Networks
(DBN). This approach was evaluated on 12,000
labelled samples, resulting in 97.54% accuracy
and improved performance across all evaluation
metrics compared to standard SVM classifiers
[15].

In the same year, another study proposed a
hybrid ensemble model (LSD) that combines
LR, SVM, and DT. The model is trained on
11,054 URLs from Kaggle. The LSD model
achieved an accuracy of 98.12%, outperforming
individual classifiers [16].

Also in 2023, a deep learning model combining
Deep Neural Networks (DNN) with
Bidirectional Long Short-Term Memory
(BiLSTM) was developed to enhance phishing
detection by leveraging both semantic
information and sequential patterns in
URLs. The architecture model fused NLP
features and character level embeddings,
achieving accuracy of 99.21% and 98.79% on
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PhishTank and
respectively[17].
A comparative evaluation in 2023 explored

Ebbu2017 datasets,

several ML classifiers, including DTs, RF,
AdaBoost, KNN, SGD, Extra Trees, and NB,
using the ISCX-URL-2016 dataset with over
650,000 URLs. Extra Trees and RF achieved the
best results, both exceeding 91% accuracy [6].

Recently in 2024, a hybrid feature selection
approach combining Mutual Information Gain
with Genetic Algorithms (GN) was introduced
to 1improve phishing detection in IoT
environments. The method was evaluated on a
10,000 record dataset using XGBoost,
achieving an accuracy of 98.3% and a precision
0of 99% [18].

Another study in 2024 focused on enhancing
phishing detection using a GN based feature
selection method. On a dataset containing over
87,000 URLs from PhishTank, the RF achieved
92.93% accuracy and 89.05% recall using 44
optimized features [19].

Also in 2024, a novel model called ResMLP
was proposed, combining residual pipelining
with multi-layer perceptron networks. It was
trained on over 500,000 URLs from Kaggle.
The model achieved 98.29% accuracy, 98.10%
precision, and 98.94% Fl-score, showing
promise for real-time phishing detection [20].

In 2025, a hybrid ML approach was developed

for phishing website detection using URL-
based features. The model was trained on the
UCI dataset containing 11,055 instances and
evaluated with multiple classifiers, including
DT, RF, SVM, and AdaBoost. RF achieved the
best performance with 97.7% accuracy, 99%
precision, and 97% Fl-score, consistently
outperforming the other algorithms [21].

Also in 2025, a study proposed a hybrid
stacking model called PhishDef-XRL, which
combined RF and XGBoost with LR as a meta-
classifier. When evaluated on 88,647 URLs, the
model achieved 97.16%
outperforming both base models and other

accuracy,

hybrid approaches in phishing URL detection
[22].

Recently, in 2025, a study proposed the EGSO-
CNN model, which integrated Variational
Autoencoders for feature extraction and an
Enhanced Grid Search for optimization, when
evaluated on a custom-built dataset of 27,534
URLs, it achieved a high accuracy of 99.44%
for phishing URL detection [23].

In the same year, a study proposed the
PDSMV3-DCRNN ensemble model, which
employed a Conditional Wasserstein GAN
(CWGAN) to handle data imbalance and the
Binary Grey Goose Optimization Algorithm
(BGGOA) for feature selection. When it was
evaluated on four benchmark datasets,
including ISCX-URL-2016 and
Mendeley 2020, the model achieved a high
accuracy of 99.21% with a fast-training time of
0.11 seconds, outperforming existing methods
in both speed and detection performance [24].

Finally, in 2025, another study suggested an
approach to using several deep learning models,
including Feedforward Neural Network (FNN),
DNN, Wide and Deep, and TabNet. The models
were trained on the Mendeley 2020 dataset
58,645 URLs with 111 features, with feature
selection  performed  via  Permutation
Importance to reduce the feature set to just 14
key attributes. The FNN model emerged as the
most efficient, achieving a high accuracy of
94.46% and the best anti-phishing score,
demonstrating a robust balance between
performance and computational cost for real-
time detection [25].

As it can be noticed from all previous studies,
the issue of phishing is still a problem that
threatens all Internet users around the world, so
the field is still open for more research to solve
and confront this scourge.
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2. RESEARCH DESIGN

The framework of this study consists of four
main phases as illustrated in Figure 2:

URL Phishing
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Prenaration & data
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Features selection
Dimensionalitv Reduction
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Fig 2. The framework of the Study.

3.1 Dataset Collection

The dataset was collected from the well-known
dataset repository Kaggle and stored as a CSV
file, which provides benchmark datasets for
research purposes. It consisted of 11,054
records and 32 attributes extracted from over
11,000 URLs [26].

The dataset consisted of two classes: phishing
URLs (label 1) and legitimate URLs (label 0),
as illustrated in Figure 3. After removing null
values and refining the feature vectors, the class
imbalance between the majority (legitimate)

and minority (phishing) classes was addressed
by employing under sampling[27]. This
technique ensured equitable representation of
both classes and prevented the model from
developing a bias towards the dominant class.
The resulting balanced corpus was then split
into a 70% training set and a 30% test set using
cross-validation. The training set was used to
build the ML model, while the test set was
reserved for its evaluation.

Class Distribution

Class

Fig 3. Dataset presentation according to the number

of class labels.
3.1.1 Features Selection

In this phase, the feature selection process
was performed using PCA technique. It was
applied as a dimensionality reduction technique.
It is an unsupervised statistical method that
transforms high-dimensional data into a lower
dimensional subspace[28]. This is done by
identifying orthogonal principal components
that capture the maximum variance in the data.
The  transformation relies on  eigen
decomposition of the covariance matrix. As a
result, PCA produces
features that are linear combinations of the

new, uncorrelated
original attributes. These components retain the
most important patterns in the dataset. By
removing low-variance components, it reduces
both noise and computational complexity.
However, the abstract nature of the PCA may
reduce the interpretability of individual
features. Despite this, PCA preserves the most
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informative aspects of the data needed for
classification. Its use in this context improves
learning by filtering redundant features and
enhancing the model’s generalization capability

[9].
3.1.2 Classification

At this phase, a hybrid classification model
combining (LR, ANN, and RF) was constructed
using both Voting (hard/soft) and Stacking
ensemble techniques. To enhance the predictive
performance of each base classifier,
hyperparameter tuning was performed using
GridSearch Cross Validation (CV), which
systematically explores the optimal values for
the model parameters to perform the
classification process[28].

3.1.3 Evaluation

The final phase is the evaluation of the proposed
approach. The classification process was
executed in four steps: Voting before tuning,
voting after tuning, stacking before tuning, and
stacking after tuning. The performance of each
step was evaluated using standard classification
metrics, including Accuracy, Precision, Recall,
Fl-score, and AUC-ROC, to ensure a
comprehensive and reliable comparison of
model effectiveness before and after
optimization [29].

3. RESULTS AND DISCUSSION

As a result of applying PCA, fifteen features
were identified as the most significant based on
their low reconstruction errors.

4.1 Hyperparameter Tuning

The hyperparameter tuning process for the base
classifiers in the ensemble model was designed
to optimize performance by balancing bias and
variance[30]. LR, the regularization strength C
was varied from 0.001 to 100, and the solvers
1bfgs and 1iblinear were chosen for their
suitability in binary classification tasks. In the
ANN, different hidden layer configurations
[(50), (100), (50,50)] and initial learning rates

[0.001 and 0.01] were tested to assess learning
depth and convergence behavior. For RF, the
number of trees [100, 200, 500] and maximum
depth [10, 20, None] were explored to manage
complexity and reduce overfitting. These values
were selected systematically to maximize cross-
validation accuracy.

4.2 Hybrid Model (LR+ANN+RF) Using
Voting Method

The ensemble model was evaluated under two
setups: using default parameters and after fine-
tuning with GridSearchCV. With default
settings, soft voting achieved a cross-validation
accuracy of 99.15%, precision of 99.24%, recall
of 99.31%, and an Fl-score of 99.27%. On
another hand, hard voting slightly outperformed
it, reaching 99.51% accuracy and an F1-score of
99.45%. After fine-tuning, soft voting yielded
99.14% accuracy, 99.44% precision, 99.24%
recall, and a 99.34% F1-score. However, hard
voting maintained strong and balanced results,
with all metrics at 99.45%. These findings
demonstrate the ensemble model’s consistently
and highly effective performance in phishing
URL detection, regardless of tuning or voting
strategy.

The confusion matrices for the (LR + ANN +
RF) ensemble model, using both soft and hard
voting before and after parameter optimization,
revealed highly accurate classification
performance with minimal misclassifications.
When using default configuration, soft voting
correctly identified 1,484 legitimate (TN) and
1,433 phishing (TP) instances, with 11 false
positives (FP) and 11 false negatives (FN), while
hard voting slightly improved results with 1,487
TN, 1,436 TP, and only 8 FP and 8 FN were
detected as shown in Figure 4 and 5. After tuning
parameters, soft voting maintained strong results
with 1,485 TN, 1,434 TP, and 10 FP/FN each,
and hard voting showed the best performance
with 1,488 TN, 1,436 TP, 7 FP, and 8 FN, as
shown in Figure 6 and 7. These results confirm
the model’s reliability and robustness in
minimizing classification errors across all
evaluation scenarios.
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Fig 4. Confusion matrix for the model using hard
voting with default parameters.
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Fig 5. Confusion matrix for the model using soft
voting with default parameters.
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Fig 6. Confusion matrix for the model using soft
voting after parameter tuning.
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Fig 7. Confusion matrix for the model using hard
voting after parameter tuning.

4.3 Hybrid Model (LR+ANN+RF) Using
Stacking Method

The stacking ensemble model demonstrated
exceptional performance in phishing detection
both before and after hyperparameter tuning.
With default parameters, it achieved a cross-
validation accuracy of 99.52% and precision,
recall, and Fl-score of 99.65%, along with an
AUC-ROC of 99.66%. After fine-tuning, the
model slightly improved with a cross-validation
accuracy of 99.55%, maintaining the same high
precision, recall, Fl1-score 99.65%, and AUC-
ROC 99.66%. These consistent results confirm
the robustness and strong generalization ability
of the stacking approach, even in the absence of
parameter optimization.

The confusion matrices for the stacking model,
before and after parameter tuning, show high
classification accuracy. Without tuning as
shown in Figure 8, the model correctly identified
1,491 legitimate (TN) and 1,437 phishing (TP)
samples, with only 4 false positives (FP) and 7
false negatives (FN). After tuning as presented
in Figure 9, it maintained 1,491 TN and
improved to 1,439 TP, reducing false negatives
to 5, while false positives remained at 4. These
results reflect consistent and accurate
performance across both configurations.
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Fig 8. Confusion matrix for the model using
stacking with default parameters.
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Fig 9. Confusion matrix for the model using
stacking after parameter tuning.

4.4 Comparative Results of Voting and
Stacking Methods

The performance results of the soft and hard
voting ensemble and stacking methods, both
with default and tuned parameters, are shown in
Table 1.

Table 1. Performance Comparison of the Hybrid
Voting Ensemble and Stacking mode.

~
~ ~ —~ J
SO ST N I
—1 o o c\ ~
o) S = < ® o
= Q =) o S (@)
=] < — — =
= Z s =~
= 5 8 A
= 3} o »n :
o ) i QO
o = &~ — S
< A = =<
- Ve <t — o~ \O
s — N 0 NS
R o) =N =N =) =)
(@)} (o)} (o)} (o)) (o))
g
<
=
] = — v [ee] v
A = lg! < N < .
= o N N N N
= =N =N =N =N
S
)
a
on
£ o\ e} v e} Ne)
=2 e} o o o ©
g N N N N N
s o)) o)) o)) o)) o))
wn
- < =< < < o
s - | T || a2 S
R o) =) =) =) =)
(@)} (@)} (@)} (@)} (@)}
g
<
= o v v a) a)
a = < < < < .
= [*2) (=) (=) (=)
S = IoN IoN 1SN &
=
=
=
on
£ " " " " ©
=2 g o o o ©
g N N N N N
S =N =N =N =N =N
wn
Performance Comparison of Voting and Stacking Models
o ] ? 5 H 3
-] 4 5 .
1000 : 3 g g ] g
9.8 R
N 3 ng gon H
9.6 " L8500 28dg
- g cq Bl LY et
SO g . adeall 3ie3
"REEEY " bR b &N2 g aligs
8 I B
w2 o802 2
9.0

v uﬁpg o oﬂnﬁ . \IB‘“\E 5 d‘\nﬁ . ﬁﬁmﬂ E“Luma
o t et 19" prd
e _ e o R0
N Accuracy WM Precision Recall Fl-score W8 AUC-ROC

Fig 10. Comparative Analysis of the Results.

J Technol Res. 2025;3:515-525.

https://jtr.cit.edu.ly



Elsheh & Abolawaifa

1.180s
1.2
~ L0
[}
T
§
i 080,60
a
@ 0.6
£
=
8 04 0.280s
v 02 0.160s
' 0.066s 0.078s
0 O \ ) %) )
{3“‘ ogﬁi"\ Uu\\ed ‘-‘ul‘eé oeﬂ“\ ﬁul\ed
00 ol Joie? yotitd @9 \ yind
sof' eV goft por® o *

Fig 11. Comparative Analysis of the Cost Time.

As we can see in Figure 11, the execution time
of different implemented ensemble models,
highlighting their suitability for real-time
phishing detection. Among all models, the
stacking approach with tuned parameters
achieved the fastest response time of just 0.078
seconds, making it ideal for real-time
applications. In contrast, hard voting with
default parameters had the highest cost time at
1.180 seconds, indicating slower performance
and less practicality in time-sensitive scenarios.
Overall, stacking not only offered superior
accuracy but also demonstrated efficient
processing time, reinforcing its advantage over
traditional voting techniques.

CONCLUSIONS

This study presented a hybrid ensemble model
for phishing URL detection by integrating of
LR, ANN, and RF classifiers. Feature selection
was performed using PCA, reducing the input
space to 15 optimal features. The model was
evaluated using both voting and stacking
strategies under default and optimized
parameter settings. Results demonstrated that
stacking ~ with  hyperparameter  tuning
outperformed other configurations, achieving
an accuracy of 99.55% and balanced
performance across all evaluation metrics
(precision, recall, and Fl-score of 99.65%).
Furthermore, the optimized stacking model
achieved a low prediction time of 0.078

seconds, indicating its effectiveness and
efficiency for real-time phishing detection.

4. FUTURE WORK

For future work, employing faster ensemble
methods such as XGBoost or LightGBM is
recommended to reduce computational costs. In
addition, applying optimization techniques like
AutoML or evolutionary algorithms may
further improve model performance and
efficiency.
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