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ABSTRACT

The rapid growth of digital information has created significant challenges in managing, organizing, and
retrieving knowledge, particularly within legal and administrative domains. Conventional keyword-
based search tools often fail to capture the contextual meaning of complex documents, leading to
inefficiencies in decision-making and legal research. To address this issue, this study presents the design
and implementation of an Al-driven assistant that integrates vector databases with large language models
(LLMs) to support administrators and legal professionals. The proposed system leverages semantic
embeddings to transform unstructured legal and regulatory texts into high-dimensional vector
representations. Experimental evaluation was conducted using a legal dataset from the Libyan Academy
for Telecom and Informatics (LATI), comprising more than 200,000 words of official laws and
regulations. The system was tested with legal queries and assessed both automatically and through expert
review. Results demonstrated that the assistant retrieved accurate, contextually relevant passages,
significantly reducing response times compared to manual search. Legal experts confirmed that most
answers were precise and practically useful, although further refinement is required for handling
ambiguous or nuanced cases. The system improves administrative and legal efficiency by enabling
semantic search beyond keyword matching and providing actionable insights for decision-makers.
Future work will focus on expanding the legal corpus, refining query handling, and exploring advanced
indexing techniques to improve scalability, accuracy, and adaptability across different domains.
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1. INTRODUCTION

The volume of digital information produced
across platforms and applications continues to
rise rapidly, creating new challenges for
governments and organizations in managing
and extracting value from the daily generated
data. This data comes in various forms,
including text, images, videos, and both
structured and unstructured information,
making its processing and analysis a significant
challenge. As the volume of this data increases,
it has become imperative to develop advanced
technologies that can efficiently organize and
extract value from it. [1]

Artificial intelligence (Al), particularly large
language models (LLMs), now plays a central
role in addressing these challenges, offering
powerful methods for analyzing patterns and
extracting knowledge beyond the capacity of
conventional approaches [2]. Al technologies
are utilized in various fields, including machine
translation, text analysis, and intelligent
predictions, revolutionizing how data is
leveraged to inform decisions and boost
productivity.

Despite these advancements, a persistent
challenge lies in the efficient storage and

retrieval of unstructured data especially in
applications that depend on semantic search,
such as recommendation engines, content
analysis platforms, and intelligent virtual
assistants. To address this issue, vector
databases have gained prominence. These
specialized systems manage unstructured data
by encoding it into high-dimensional vector
representations, thereby enabling semantic
search based on similarity metrics rather than
exact keyword matching. This paradigm shift
significantly enhances the scalability and
relevance of data retrieval in big data
environments.

Given the growing demand for rapid and
context-aware information retrieval, vector
databases have become indispensable in
applications such as image recognition, voice-
based interfaces, and conversational Al. By
providing a robust infrastructure for semantic
analysis, these databases contribute to improved
accuracy,  responsiveness, and  overall
performance of Al systems in extracting
actionable insights from complex datasets.

This paper presents a vector database-
augmented  generative  question-answering
assistant for administrators in organizations and
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companies. This assistant avoids LLM’s model
hallucinations by extracting content from a local
professional  database as  supplementary
knowledge. This system focuses on achieving
the following objectives:

e Generating Analytical Insights:  Assist
managers and  decision-makers by
delivering accurate information extracted
from large volumes of documents and data.

e Legal Comparisons and Recommendations:
Facilitate comparisons between laws and
provide recommendations for the most
suitable legal options in various scenarios.

e Al-Powered Smart Search Tools: Enhance
legal research with Al-based search tools
that comprehend the legal context beyond
traditional keyword searches.

e Improving Administrative and Legal
Efficiency: Streamline and increase the
efficiency of administrative and legal
processes.

The remainder of this paper is organized as
follows: Section 2 reviews related work,
Section 3 outlines the methodology, Section 4
presents implementation and results, and
Section 5 concludes with key findings and
future directions

2. RELATED WORK

Recent advancements in artificial intelligence
(Al) and large language models (LLMs) have
intensified the demand for efficient systems
capable of managing high-dimensional data.
Vector databases (VDBs) have emerged as a
critical component in this landscape, offering
scalable solutions for storing, indexing, and
retrieving dense embeddings that traditional
database management systems struggle to
handle.

In [3] a comprehensive survey of vector
databases provides a detailed examination of
storage and retrieval methodologies, with a

particular focus on approximate nearest
neighbor (ANN) search algorithms. The study
compares leading VDB systems in terms of
architecture, performance trade-offs, and
application domains. It also highlights
emerging research directions, such as novel
indexing mechanisms and tighter integration
with LLMs, aiming to guide future development
and adoption of VDBs in Al ecosystems.

The reliability and testing of vector database
management systems (VecDBs) have become a
pressing concern. A recent empirical study [4]
investigates the unique challenges posed by the
multidimensional nature of vector data, the
probabilistic nature of ANN search, and the
dynamic scaling requirements of LLM
pipelines. The paper identifies critical gaps in
software testing practices—particularly in test
input generation, oracle definition, and
evaluation metrics—and proposes a research
roadmap for developing robust testing
methodologies. These efforts are essential for
ensuring the dependability of VDBMSs in data-
intensive Al applications. These studies
underscore the strategic importance of vector
databases in enabling scalable, intelligent, and
reliable Al systems.

Other researchers emphasize that vector
databases can efficiently manage the high-
dimensional embeddings generated by large
language models, and that their integration can
significantly enhance model accuracy and
utility. A good systematic review in [5] explores
the synergistic potential of LLMs and vector
databases (VecDBs), focusing on how to
address challenges such as hallucinations,
outdated knowledge, and high application costs.
The paper also discusses future developments
and research and engineering challenges in the
field, presenting diverse applications and
prototypes, to encourage further research on
improving the interaction between LLMs and
VecDBs to enhance data processing and
knowledge extraction capabilities.

The authors in [6] proposed an effective
approach to accelerate the deployment of LLM
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models using INT4-precision automatic weight
quantization with optimized runtime on CPUs,
improving inference efficiency. The approach
has been successfully applied to popular models
such as Llama2 and GPT-NeoX, offering
superior performance compared to open-source
solutions.

Another study explores the integration of

and image information retrieval and support
high-quality content production. The system
combines large-scale language models such as
LLaMA and Gemini, vector search techniques
via FAISS, and web scraping using Beautiful
Soup to gather information about courses,
faculty, and admissions. The integration of
Groq Al enables reduced response time, while
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Fig 1. Information retrieval system using a vector database and a large language model

generative Al, such as Llama3 8B, Mistral 7B,
and Phi-3 Mini 3.8B, into clinical trial design in
the field of pharmacogenomics [7]. A
comprehensive comparison of models was
conducted in terms of accuracy, relevance, and
operational  efficiency using a local
environment equipped with an RTX 4080
graphics card and an Intel Core 19 processor.
The results showed superior accuracy and
relevance, particularly for Llama3 8B and Phi-
3 Mini 3.8B, with variations in efficiency and
scalability. The study suggests that generative
Al can significantly enhance clinical trial design
by improving patient stratification and data
management, although challenges such as bias
remain and further validation and development
are needed.

In [8] a multi-pronged strategy for developing
an intelligent academic chatbot based on the
Retrieval Augmented Generation (RAG) model
is presented. The work aims to improve textual

the Streamlit interface provides an interactive
experience for uploading documents and asking
queries. Results demonstrate the system's
effectiveness  in  enhancing  academic
engagement and automating institutional
communication, while improving the contextual
accuracy of responses. Future work includes
multilingual support, advanced image analysis,
fine-tuning of query domains, integration with
knowledge graphs, and cloud deployment to
ensure scalability and accessibility.

The study in [9] addresses the recurring
problem of ambiguity in contract terms in the
construction sector, and the resulting legal
disputes and project delays. The authors

proposed a solution by employing LLMs
tailored to industry regulations. A specialized
chatbot was developed using ChatGPT,
powered by a building regulations database, to
interpret contracts and automate document
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management tasks. The development process
included architecture design, data preparation,
vector embedding, and model integration.
Evaluation showed that the specialized bot
achieved an accuracy of 88% compared to 36%

for standard ChatGPT, with the potential to save
70% time and achieve an accuracy of up to 85%
in analysis, extraction, and interpretation tasks.
The research confirms that the integration of
vector databases and embedding techniques
enables advanced semantic search beyond
keyword search, improving the efficiency of
information extraction from unstructured data.

3. METHODOLOGY

The methodology employed in this research
centers on the development of a legal
information retrieval system powered by
vector-based semantic search and LLM. In this
section, the main stages of the system and
design considerations are described. Figure 1
illustrates the Al-Assistance system's main
components.

3.1 Dataset Extraction and Processing

The dataset utilized in this study was sourced
from the official digital repository of the Libyan
Academy for Telecom and Informatics (LATI).
It comprises a curated collection of legal
documents, including national laws and
regulatory frameworks, obtained directly from
verified  governmental  sources.  These
documents were digitized and systematically
organized within LATI’s internal filing
infrastructure to facilitate structured processing
and analysis. The legal corpus was integrated
into the study’s designated legal software
environment, enabling  semantic  and
quantitative evaluation. In total, approximately
212,880 words were uploaded and processed,
encompassing a diverse range of legislative and
regulatory texts.

The legal texts analyzed in this study were
ingested using the fitz library (PyMuPDF) [10],
which facilitated the extraction of content from

digitally formatted documents. Each page was
programmatically parsed and converted into an
individual document unit, enabling granular
control over text segmentation. This
preprocessing step was essential for optimizing
downstream tasks such as tokenization,
semantic indexing, and contextual analysis. The
structured page-level decomposition
significantly enhanced the efficiency and
accuracy of legal text processing within the
adopted analytical framework.

3.2 Text Segmentation Strategy

Following the initial upload, the legal texts were
segmented into overlapping blocks using the
RecursiveCharacterTextSplitter algorithm.
Each block was configured to contain 1,000
characters, with a 100-character overlap
between segments.  This
segmentation strategy was deliberately selected
to preserve the semantic continuity and
contextual integrity of legal discourse, while

consecutive

minimizing the risk of generating ambiguous or
fragmented embeddings during downstream
processing. The overlapping design ensures that
critical legal references and dependencies—
often spanning across sentence or paragraph
boundaries—are retained, thereby enhancing
the fidelity of semantic analysis and improving
the performance of language model-based
interpretation. Table 1 shows the characteristics
of dataset segmentation and processing.

Table 1. Dataset segmentation and processing
characteristics

Characteristic Description

Text Block Size Approximately 1000

words
Overlap Words 100 words
Text Source PDFDocuments
Transformation Function fitz (PyMuPDF)
Library Used LangChain

Trade-off Considerations | Context vs. Embedding

Quality

Database Population High
Efficiency
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3.3 Vector Database Configuration

During the embedding phase, the study
employed the intfloat/multilingual-e5-small
model, a compact yet high-performing member
of the E5 family of multilingual encoders [11].
This model is specifically designed to generate
semantically rich vector representations across
diverse languages, including Arabic, Persian,
and English, thereby supporting cross-lingual
semantic search and retrieval tasks. Each input
segment was transformed into a 384-
dimensional embedding, offering a favorable
balance between computational efficiency and
semantic fidelity. The model’s lightweight
architecture makes it particularly well-suited for
applications requiring rapid processing and low
resource consumption, without compromising
the accuracy of meaning representation in
multilingual legal texts.

For vector storage and retrieval, the study
employed ChromaDB [12], selected for its
lightweight architecture, seamless integration
with large language models, and suitability for
local deployment without reliance on complex
infrastructure. ChromaDB supports advanced
contextual querying through high-dimensional
text embeddings, enabling efficient semantic
search and retrieval across multilingual legal
corpora. Its modular design and compatibility
with  embedding  models such as
intfloat/multilingual-e5-small made it an ideal
choice for scalable experimentation and rapid
prototyping within the study’s legal informatics
framework.

3.4 Embedding Dimensionality Configuration

The dimensionality of the vector embeddings
stored in the database was configured to 384
dimensions to ensure full compatibility with the
output of the intfloat/multilingual-e5-small
model. This model, optimized for multilingual
semantic representation—including support for
Arabic, Persian, and English—produces
compact yet semantically rich embeddings that
balance interpretability with computational
efficiency. The 384-dimensional vector space

enables high-speed processing and effective
semantic search, making it well-suited for legal
text analysis in multilingual environments.

3.5 Indexing Method:

For internal indexing within ChromaDB, the
study employs the Hierarchical Navigable
Small World (HNSW) algorithm. HNSW is a
graph-based approximate nearest neighbor
(ANN) search technique known for its high
recall rates and low latency, making it
particularly suitable for large-scale vector
retrieval tasks. Its hierarchical structure enables
efficient functional matching of high-
dimensional embeddings by navigating through
layered proximity graphs. This configuration
allows ChromaDB to perform rapid and
resource-efficient semantic searches, thereby
enhancing the responsiveness and scalability of
the legal text retrieval system.

3.6 Similarity Metric

To evaluate semantic similarity between
embedded text segments, Cosine Distance was
employed as the primary metric. This approach
is particularly effective for contextual
comparison of high-dimensional vectors, as it
considers the angular relationship between
vectors rather than their absolute Euclidean
distance. Such a formulation is well-suited for
SBERT-style embeddings, where semantic
proximity is encoded in vector orientation.

Mathematically, the cosine distance
between two vectors A and B is defined as:

A-B
————— — 1 = Cosine Distance(A, B
IAlIXxI Bl (4.B)

(1)
This formulation ensures that vectors with
similar semantic content yield lower distance
values, thereby enhancing the precision of
retrieval tasks in multilingual legal corpora.
Upon receiving an input query vector, the
system initiates a similarity search within the
vector database to identify the most
semantically aligned text segments. Leveraging
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the configured indexing mechanism and cosine
distance metric, the database efficiently
computes proximity scores between the input
vector and stored embeddings. The output is a
ranked list of the top-matching paragraphs,
selected from the entire corpus of legal
documents, thereby enabling context-aware
retrieval and supporting downstream tasks such
as legal interpretation, summarization, or
decision support.

Algorithm 1 Vector Database Configuration and

Query Execution

1: Input: Input Query Q, Number of Top
Matches to Retrieve n

2: Initialize Chroma Vector Database:
3: Set Embedding Model to SBERT
(paraphrase-multilingual-MinilLM-L12-v2)
4: Set Dimensionality to 384

5: Set Distance Metric to Cosine
Similarity

6: function EMBEDDOCUMENTSINTOVECTORS
7: Load PDF documents using
PyPDFLoader

8: Split documents into chunks using
RecursiveCharacterTextSplitter

9: Embed each chunk using

HuggingFaceEmbeddings

10: Store embedded vectors into Chroma
vector store

11: end function

12: function PERFORMQUERY(Q, n)

13: Embed input query Q using same
SBERT model

14: Search Chroma vector store for top
n similar vectors using cosine
similarity

15: Sort and rank results based on
similarity score

16: Retrieve associated document
chunks (paragraphs)

17: Output top n results

18: end function

19: Execute PERFORMQUERY(Q, n)

4. IMPLEMENTATION AND RESULTS

4.1 Model Configuration

To generate semantic embeddings for legal
texts, the multilingual model
intfloat/multilingual-e5-small was selected.
This model supports a wide range of
languages—including Arabic—and offers an
optimal balance between semantic accuracy and
computational efficiency. As a pre-trained
encoder, it requires no additional fine-tuning

and is used solely to transform textual input into
high-quality vector representations for retrieval
tasks.

A set of experimental queries was developed
based on legal documents in PDF format. These
documents were processed using the PyMuPDF
library to extract text content, followed by
segmentation via LangChain’s
RecursiveCharacterTextSplitter to preserve
contextual coherence. The resulting text chunks
were embedded using the SentenceTransformer
framework and stored in the ChromaDB vector
database.

During inference, queries are matched against
stored embeddings using cosine similarity. The
top-ranked results are retrieved from
ChromaDB and passed through a Streamlit
interface to the language model for optional
summarization or direct response generation.
This  architecture  ensures  low-latency
interaction and efficient semantic search. The
system is implemented and tested entirely in a
local environment. However, the system could
be implemented on the cloud with scalability
options for larger datasets and multi-user
access.

4.2 Experimental testing

The developed system was tested by posing a
set of legal queries to a local model built using
HuggingFace Transformers and linked to the
vector database. The results were recorded and
analyzed, with each experiment including the
question posed, the resulting answer, the
response time, and the case identification code.

In addition, the results were presented to a legal
expert, who gave their opinion on the accuracy
of the answers and their relevance to the legal
context. They considered the system to provide
correct answers in most cases, while noting that
some contextual details could be improved to be
more comprehensive.

The results in Figure 3 reveal distinct variation
in response times across 18 queries. The initial
queries exhibited relatively high latencies of 14
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to 16 seconds, which can be attributed to system
initialization and model-loading overhead. A
peak was observed at q3, followed by a period
of relative stability with average response times
of approximately 15 seconds up to qll,
indicating consistent performance under
continuous processing load. A notable
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inflection occurred at q12, where response time
sharply decreased to 8.5 seconds. This reduction
reflects the completion of initialization
processes and the effective utilization of cache
memory, resulting in improved efficiency.
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Fig2.Implementation results of the Al-powered legal assistant system

5. CONCLUSIONS

This study presents the design and
implementation of an intelligent legal chatbot
system that leverages vector databases for the
storage, analysis, and retrieval of statutory and
regulatory texts. By integrating ChromaDB
with multilingual language models from the
Hugging Face Transformers library, the system
demonstrates high efficiency in processing legal
documents and delivering contextually accurate
responses to user queries. The architecture
enables rapid semantic search and retrieval,

Fig. 1. Response time for different 18 questions

thereby supporting legal research workflows
and institutional decision-making.
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Empirical evaluation, including expert review
of system outputs, confirms the system’s
practical utility in the domain of legal

informatics. The chatbot consistently produced
accurate and concise responses, grounded in
relevant legal references, with minimal latency.
Nonetheless, certain limitations were observed,
particularly in handling nuanced or edge-case
queries, which could be mitigated by expanding
the legal corpus and refining the underlying
natural language processing mechanisms.

Overall, the findings underscore the value of
vector database integration in managing high-
dimensional legal data and enhancing semantic
retrieval performance. Future work will focus
on broadening the scope of legal content,
optimizing language model architectures for
domain-specific tasks, and incorporating
advanced indexing algorithms to further
improve the scalability, precision, and
reliability of legal information systems
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