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ABSTRACT

The Rank Order Clustering (ROC) algorithm, developed by J.R. King, has undergone significant
advancements over the last five decades and is widely utilized in diverse fields, including manufacturing,
for the grouping of machines and parts. This study investigates the utilization of the ROC algorithm in
cellular manufacturing systems (CMS) to optimize the creation of machine cells and part families, with
the objective of enhancing production efficiency. The research presents a comprehensive analysis
employing a binary part-machine matrix and utilizes Microsoft Excel for data manipulation. By
iteratively rearranging rows and columns based on binary values, the ROC algorithm effectively clusters
machines and parts into  intersecting machine cells and non-intersecting part families.
A case study involving a 16x10 binary part-machine matrix demonstrates the practical implementation
of the ROC algorithm. The findings indicate that while the ROC algorithm provides a structured
approach to cell formation, its effectiveness may vary. This research highlights the potential of the ROC
algorithm in improving manufacturing layout optimization and process management, thereby it paving
the way for further advancements in manufacturing systems.

Keywords: Cellular Manufacturing System (CMS), Clustering Algorithm, Group Technology (GT), Rank-Order
Clustering (ROC), Parts - Machines, Matrix.
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1. INTRODUCTION

Most Over fifty years the ROC fechnique has
matured with its implementation in many
domains. J.R. King, first introduced the notion
of ROC in the domain of manufacturing for
clustering machines into machine cells
simultaneous formation of part families that
need to be assigned to one of the machine
clusters. Ideally each part and its part family
have a unique assignment when it comes to
assigning to one and only one cell while getting
completely processed inside the assigned
machine cell. A machine cell is constituted of
all those machines that are part of the machine
cell. However, this historic ROC algorithmic
method has since been applied in various
domains—image processing.|[1]

This research work is an extension of the well-
known rank order clustering algorithm for
group technology problems. The present
method uses the ROC algorithm for obtaining a
set of intersecting machine cells and non-
intersecting part families.

Generally, the cell formation problems are
represented in a matrix namely "machine-part
incident matrix". Its elements are either 0 or 1.
Parts are arranged in rows and machines are in
columns in the incidence matrix.[2]

Clustering is terminated when all the surviving
cells are non-intersecting or when a single
group is formed. In the latter case, the number
of cells is determined on the basis of a suitable
decision criterion is identified at the appropriate

Y el

hierarchical level in the clustering process. The
manufacturing industries are looking to enhance
the operation presents in the production lines for
obtaining the optimal management of
production rates. The performance of the
production directly depends on the installed
machine in the line of production. If the
machine is presented in the production lines not
entirely predictable and reliable, it will arise in
the analysis of the maintainability and reliability
to deliver optimal strategies.[2] GT, is a
processing philosophy based on the principle
that similar products should be processed
similarly.[2] The basic idea of GT, is to
decompose a manufacturing system into
subsystems. It reduces production lead time,
work-in process, labor, tooling, rework,scrap
material, set-up time, delivery time, and
paperwork. The idea behind GT, is to improve
efficiency by exploiting similarities. The
application of GT influences time, power of
operation, work in processing (WIP), inventory,
material handling, job satisfaction, fixture, set
up time, required space, quality, finished
product and labor cost. This concept has been
successfully employed in cellular
manufacturing in which parts with similar
processing requirements are identified and
grouped into part families, and then machines
with different processing capacities are placed
within a cell [2] . The main objective of the
research is to offer optimal creation, of how to
obtain a set of intersecting machine cells and
non-intersecting part families in Product flow
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for cellular manufacturing by using ROC
algorithm.

1.1 An Overview about Rank Order
Clustering Algorithm

At present, the world is hugely competitive;
therefore, manufacturing firms face pressure to
satisfy ever-changing customer necessities
rapidly. In the current, the survival of the
company in the business environment is
difficult due to highly competitive [3]. ROC
algorithm is also called as production flow
algorithm is wused to «create cells to
accommodate part numbers to specific
machines. Although in  manufacturing,
machines are capable of running different part
numbers, it is important to route them to create
a specific flow of part numbers through
assigned machines. This also improves
productivity and eliminates cross line flow.
ROC algorithm functions as follows:

a. The clustering algorithm: [1]

Step 1: Create an n*m matrix bij (binary
number for part and machine). Where, m is
machines, and n is parts.

Step2: For each row of i compute, £n bij*2n-j

Step 3: Rearrange the rows in descending order
based on the computed numbers.

Step4: For each column of j compute, ¥m
bij*2m-j

Step 5: Rearrange the columns in descending
order based on the computed numbers.

Step 6: Repeat step 1 until there is no change
observed in step 3 and 5.

Step 7: Stop.

This algorithm works well in an ideal
manufacturing environment where all the
products have the same value and all machines
run exactly the same. In the real world it is
highly unlikely where the entire product has the
same weight or all machines behave exactly in
a similar manner. [4]

In a ROC algorithm, rather than specifying a

constant value for the number of clusters, a
distance threshold 1is considered, which
determines the number of clusters in a certain
dataset. Selecting the threshold C for
determining the number of clusters in a dataset
is one of the most difficult issues in data
clustering. In practice, it cannot be assumed
that the actual number of clusters is
predetermined, so this algorithm is evaluated in
several effective values of C and the best result
is reported. [5]

GT, is an important technique in the planning
of manufacture that allows the advantages of
flow production organization to be obtained in
what otherwise would be jobbing or batch
manufacture. The approach is to arrange
separate machine groups with appropriate
internal group layout to suit the production of
specific component families, formed in
accordance with the similarity of operations
that are to be performed on them. The most
important reason for manufacturing cells to be
established is to reduce throughput time. The
MLT of a part is defined as follows: [6]

MLT = Set-up Time +Processing Time +
Material Handling Time+ Waiting Time, Total
MLT, is the total manufacturing lead time
needed to finish all of the operations on all of
the parts. The MLT can be reduced by reducing
these individual times, as explained below. The
set-up time reduction is realized by automatic
tool changing devices and/or by bringing
similar parts together that are processed by the
same machine, exploiting their similarities

in design and manufacture. The processing time
reduction is realized by improving machine
speeds and/or routing parts to machines having
shorter processing times for those parts if
alternative machining is possible. The material
handling time reduction is realized by
improving material handling devices and/or
bringing machines together that process the
same parts. The first aspects of all of the
aforementioned reductions are under the
responsibilities of mechanical and/or electrical
engineers, while industrial (production)
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engineers are responsible for the second
aspects. Waiting time is a variable dependent
on set-up, processing, and material handling
times, and therefore cannot be set
independently. Consequently, the waiting time
reduction can only be realized by altering
production/process planning decisions, e.g.
using different scheduling rules, and it is the
responsibility of industrial (production)
engineers. The importance of the waiting time
reduction is not only that it can reduce the MLT
but also that it reduces WIP.

1.2 Literature Review

There are many studies that have dealt within
this subject area, and the following is a
summary of some of these studies:

Amruthnath and Gupta (2016) introduced a
methodology that incorporates real-time
manufacturing data into the creation of product
flow for cellular manufacturing based on
weight. Their modified rank order clustering
(MROC) method improved upon the traditional
ROC algorithm by creating load-balanced cells
and minimizing bottlenecks, demonstrating
robustness and efficiency in cell formation [1]

King (1980) compared three methods single
linkage cluster analysis, bond energy, and
ROC—in the context of machine-component
matrix regrouping for production flow analysis.
King's study highlighted the distinct
advantages of the ROC method, particularly its
ease in handling exceptional elements and
bottleneck machines, which are common
challenges in practical manufacturing scenarios

[7].

Padmakar (2012) investigated the impact of
cellular manufacturing techniques on an
existing plant layout with a focus on reducing
material handling costs. By adopting an
improved layout through cellular
manufacturing, Padmakar achieved a 22.81%
reduction in material handling costs. This
optimization not only saved resources but also
enhanced the number of movements per day
and other process activities, ultimately

reducing cycle time and increasing overall
productivity.[8]

Kumara and Singhb (2020) conducted a study
that applied the ROC algorithm in conjunction
with imperialist competitive optimization for
cost and reliability, availability, and
maintainability (RAM) analysis across
different industrial sectors. Their findings
indicated that the combined approach yielded
significant improvements in the formation of
manufacturing cells, addressing cost and RAM
considerations effectively. [3]

Selim and Al-Ahmari (2010) explored the
integration of genetic algorithms with ROC to
enhance cell formation in CMS. Their hybrid
approach provided a more flexible and efficient
means of addressing the complexities involved
in machine-part grouping, demonstrating
superior performance in comparison to
traditional methods. [6]

Raj and Singh (2021) proposed a novel
approach combining ROC with machine
learning techniques for predictive maintenance
in CMS. By leveraging historical data and
predictive algorithms, their method aimed to
anticipate machine failures and optimize cell
formation dynamically, thus enhancing the
reliability and efficiency of manufacturing
processes.

These studies collectively underscore the
versatility and effectiveness of the ROC
algorithm and its variations in addressing the
challenges of cell formation in cellular
manufacturing  systems. The  ongoing
advancements and hybrid approaches continue
to push the boundaries of optimization in
manufacturing  layouts, contributing to
significant improvements in productivity, cost
efficiency, and overall
performance.

2. MATERIALS AND METHODS

operational

This the methodology used in this paper is an
analysis of data related to the research topic.
Hereby, Microsoft Excel Program was applied
to the data given. Clustering Algorithm is
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adopted in this research work as the solution
methodology, which 1is theoretically and
mathematically simple practiced.

GT, is used in CMS. Groups of parts and
machines are organized into different cells
where manufacturing and production takes
place. Among the various methods of cell
formation, ROC algorithm is chosen in this
research work, which illustrated limited and
Satisfactory results.

2.1 Case Study

A matrix with the size (16x10), which is a
binary part- machine matrix with (zero- one)
entries. Where the entry one refers to the
specific part required to do an operation on a
specific machine while zero otherwise. It is
composed of 16 types of parts and 10 types of
machines with different process plans. For this
matrix, the number of cells occupied by the
number (1) equals 38 cells. The incidence
matrix between machines and parts is presented
in Table 1. In our case, there are 16 parts
(labeled 01 to 16) & 10 machines (labeled 1 to
10). so, the part- machine incidence matrix is as
shown in Table 1.

Table 1. Initial part-machine incidence matrix.

Step 0 forigin Matrix)
ol o | ome | oms | ome | omr [ ms | me | w0
P1 1 1 1
P2 1 1
P3 1 1 1
P4 1 i
] 1 i i
FS " 4 1 ' ' 4 4 1 4
Fi 1 1
P8 1 1
Pl 1
P10 1 1 1
[l 1 1
Pi2 1 i
P13 1 [
Pid 1 L
P15 1 ) )
Pi& 1 1 1

The rank order clustering method assumed that
the algorithm would normally begin with the
original machine-component matrix but it does
not matter, the procedure is iterative and it is
possible to start with any rearranged form of the
matrix.

The ROC algorithm rearranges rows and
columns in an iterative manner. will, ultimately,

and in a finite number of steps, produce a matrix
in which both columns and rows are arranged in
order of decreasing value when read as binary
words. The approach is perhaps best illustrated
with reference to the example problem once
again. Table 2. shows the initial matrix but now
with the binary weights associated with the
column entries in each row. As shown on Table
2., the first row as a binary word is 111, which
has the decimal equivalent of 1 x 1+ 1 x 128 +
1 x256=

385. The other rows are evaluated in a similar
manner and then rearranged in increasing rank
order to produce the results.

Table 2. Second iteration of initial matrix.

Stepl st | %6 | 18 | o | % [ % | 8 | 4 | 2 | 1 Binary
Do Lo [ [ ome [ ws | ows | owr | me [ we | w0 [ecEou] Rank
M [N AN
I/ S R B [ % | 1
3 11 1 [N
T 1 ol
” i f HEAN
P 1 1 m| 1
I S I LI L
] i1 6| 1
N T S N - | 2
P I wln
P { 1 | 3
PR i 1 0 4
Ml | 1 4
i 1 A 1 0| 1
P (K 1 | 1
Mo 1] 0 1

By repeated operation of this pairwise word
comparison processes any set of binary words,
and may thus be ranked in order of decreasing
binary value.

Table 3. Third iteration of initial matrix.

[Step2| s12 | 2% | ;@ [ 2 1% 8 4 2 1| Binary |
Mt | M2 | m3 | w4 | ms | M6 | M7 | M8 | w3 | M10 [DecEqul
Pi§ 1 1 1 608
P3 1 1 376
P11 1 i 576
P4 1 1 2]
P3 1 1 1 400
P1 1 1 1 35
P& 1 1 m
Ps 1 1 1 145
P7 1 1 144
P15 1 1 1 100
P2 1 1 %
P10 1 1 1 "
P13 1 1 12
P12 1 1 10
Pl4 1 1 10
P8 1 1 6

For applying ROC, the row weights (binary
equivalent) have been calculated and then the
rows or machines are ranked according to the

of weights (Table 3). And decreasing order
then, columns are weighted and re-arranged.
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Table 4. Fourth iteration of initial matrix.
Step3

M1 M4 M5 M2 M3 Mé M10 M8 M7 M3 Binary

PE_| 1 | 1 | 1 32788
P3 1 1 16,384
P | 1 1] 8192
P4 1 1 4096
P3 1 1 1 2048 |
Pl 1 1 1 1024
P& 1 1 512
5| | | 1 1 1 2%
P7 1 1 128
P15 | 1 1 64

P2 1 1 32
P10 1 1 16
P13 1
P12 1
Pl | | | 1
P8 1 1
DecEqu. 61440 | 57440 @ 36960 | 3584 3456 254 1280 8 k] 2

NN N
o

A block diagonal matrix is one where boxes on
the main diagonal contain ‘0’s and ‘1’s, while
the off diagonal boxes contain all ‘0’s. In this
procedure, the rows and columns are considered
as binary strings, left to right for rows, and top
to bottom for columns. ROC carried out in steps
given below:

In each row of matrix read the series of 1’s &
0’s from left to right as a binary number, Rank
the row in order of decreasing value.

Table 5. Fifth iteration of initial matrix.

Skpd| st | 2% | 8 | 6 | % € | 8 | 4 2 | 1 [Bhay
W[ Wa | s [ w2 [ w [ ms [ W | e | W0 | Ms [Decqul
Ml 1| 1|1
P i 1
THEEEE

1

[aH] 1 i 1
P 1 i

e len o | |2 22 B 288 B2 2B

1. Incase oftie, rank the rows in the same
order as they appear in the current
matrix.

2. Numbering from top to bottom is the
current order of rows the same as the
rank order determined in the previous
step. If yes, go to step 7, if no, go to the
following step.

3. Reorder the rows in part-machine
incidence matrix by listing them in
decreasing rank order starting from the
top.

The process is repeated on the matrix of
Table 2 .but this time on the columns. The
binary weights for each row entry in each
column are shown in Table 4., thus, the
first column entry 1111 has the decimal
equivalent value of 1 x 32,768 + 1 x

16,384 1 +x 8,192 +1 x 4,096= 61,440

Table 6. Sixth iteration of initial matrix.

Step§

Wi | M4 | M5 | me [ M2 | M3 | M6 | MM0 | M7 | M9 | Binary |
P | 1 1 1 0188
P 1 1 1638
Pt 9 1 3192
P 1 | | 409
P15 1 1 1 248
P2 1 1 1,04
B 11 512
P 1 1 1 %6
P6 1 1 128
[ 1 1 1 ]
P 1 1 ]
Pl 1 1 1 16
Pi3 1 1 8
P8 1 1 4
Pi2 1 1 2
Pid 1 1 1
(DecEqu 61440 | 60416 | 3093 | 2076 | 86 8¢ 1% | W | A | N

The other column values are similarly
determined. The columns are now rearranged in
increasing rank order to give the matrix shown
in Table 5. The process is repeated once more,
this time on the rows of the matrix of Table 6.,
Table 7., and Table 8., it will be seen that the
rows, as well as the columns, are both in rank
order. This indicates that this is the last iteration
and hence Table 9., shows the resulting machine
- part groupings.

Table 7. Seventh iteration of initial matrix.

StepB| st | w6 | M | e | 2 %6 | 8 4 2 1 | Binary

=

1 M4 ] ] M2 M3 M6 [ W0 | M | M9 |DecEqu.

P16 1 86

&)

1

1 768
PH 1
P4

PR PR N Y

P1 1 1 1

P2 1 1
P10 1 1 1

P13 1 L1
P8 1 1

=g EEE

P 1 1 1 5

P1 1 1 1 2

Pé 1 1 L[]

P 1 1 1 i

il 1 1 U

P12 1 1 3

P 1 1 1
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The above illustrates the essential concept of the
approach. In operation however, the ranking
process is performed without actually
determining the value of the binary word
representing the cell entries.

Table 8. Eighth iteration of initial matrix.

Step7| W1 | M4 | M5 | W8 | M7 | M9 | M2 | M3 | W6 | W10 | Binary
T 1 1 3,768
Py 1 1 16,384
I 1 8192
P4 1 1 409
P15 1 1 1 2048
P2 1 1 1024
P10 1 1 1 512
P13 1 1 256
P§ 1 1 128
P3 1 1 1 7]

ul 1 1 1 2
Pé 1 1 16
P5 1 1 1 8

P12 1 1 2
P14 1 1 1
DecEqu. 61440 60416 | 30036 | 2044 | T 643 12 108 92 L]

In each column of the matrix read the series
of I’s & 0’s from the top to bottom as a
binary number. Rank the column in order of
decreasing value. In case of tie, rank the
rows in the same order as they appear in the
current matrix.

4. Numbering from left to right is
current order of column the same as
the rank order.

Table 9. Ninth iteration of initial matrix.

Step8| 512 | 2% | 1% | & | R | 1% 8 4 2 1| Binary
M| me | w5 [ me | mr | wme | m2 [ ms [ Me | M0 |DecEqu)
RIS | 1 1 1 [
FIR 1 768
M| 1 1 | 768
P 1 80
P15 1 1 1 “8
P2 1 1 [
P10 1 1 1 112
P13 1 1 %
P8 1 1 [
P12 1 1 8
P14 1 1 I
P 1 1 1 1
Pl 1 1 1 18
P 1 1 1
P 1 1 1 7
Pl 1 1 §

5. determined in the previous step if
yes, go to step 7, if no, go to the
following step.

6. Re-order the columns in the part-
machine incidence matrix by listing
them in decreasing rank order
starting from the left column, go to
step 1.

7. Stop.

Based on the data as shown in table 10., the
part families and machine groups are
as

follows: (1) P16, P9, P11, P4, P15, P2, and M1,
M4, M5. (2) P10, P13, P§, P12, P14, and M8,
M7, M9. (3) P3, P1, P6, PS5, P7, and M2, M3,
M6, M10. Note: Part P15 in-group 1 requires
processing in machine group 2.

Table 10. Block diagonal matrix.

Step9] M1 | M4 | WS | M8 | M7 [ MO | M2 | M3 | M6 [ Mi0 | Binary
P6 | 1 1 1 32,768
P9 1 1 16,384
P11 1 1 8192
1

P4 1 409
P15 1 1 1 2048
P2 1 1 104
P10 1 1 1 512
P13 1 1 2%
i} 1 1 18
P12 1 1 64

P14 1] 1 2
P3 RN [
Pt [ 1] 8
Ps 1
5 1
I 1

[DecEqu. 61440 | G415 %0936 | %44 | 84 | T | # | 7

— o |

|
=

3. CONCLUSIONS

This research work focused on the
implementation of GT, in CMS, to optimize
production  processes by efficiently
organizing parts and machines into cells.
The chosen approach involved using
Microsoft Excel to analyze data, with a
specific emphasis on the ROC algorithm.
By conducting a thorough case study using
a binary part-machine matrix, the ROC
algorithm was repeatedly applied to
rearrange rows and columns based on
binary values. This iterative process
resulted as shown in table 10, titled as block
diagonal matrix that represented groupings
of machines and parts. While the outcomes
varied between limited and satisfactory, the
iterative nature of ROC highlighted its
potential in  effectively  organizing
manufacturing layouts. Overall, this
research contributes to the understanding of
how methodologies like ROC can enhance

productivity and efficiency in
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manufacturing systems. Further exploration
and refinement of ROC algorithm could
lead to significant advancements in
manufacturing optimization and process
management, benefiting industries that
strive for increased efficiency.
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